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User Selection Methods for Multiuser Two-Way Relay Communications
Using Space Division Multiple Access
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Abstract—In this paper, we design a multiuser two-way relay
system using space division multiple access (SDMA) communi-
cations and devise an optimal scheduling method that maximizes
the sum rate while ensuring fairness among users. To reduce the
computational load at the relays, we propose rate- and angle-
based suboptimal scheduling methods. The numerical results
illustrate tradeoff between complexity and the performance.
Specifically, when the relay has two antennas, we verify that the
rate-based method can provide significant computational savings
at the cost of a rate reduction of less than 4% when compared
with the optimal scheduling method.

Index Terms—Space division multiple access (SDMA),
multiuser communications, two-way relay systems, scheduling.

I. INTRODUCTION

TWO-WAY relay communications allows the exchange of
data between two users (denoted by U1 and U2) with the

assistance of a relay node (denoted by R). When a relay is
employed, four phases of communications generally arise to
support two data streams: U1 → R, R → U2, U2 → R, R →
U1. Various protocols have been proposed to improve the use
of channel resources such as: physical layer network coding
(PNC) requiring three phases (U1 → R, U2 → R, R →
U1&U2) [1], [2] and analog network coding (ANC) requiring
two phases (U1&U2 → R, R → U1&U2) [3], [4]. Also,
a hybrid PNC and ANC method sharing time resources was
proposed in [5] and an opportunistic source selection (OSS)
protocol considering a direct path between U1 and U2 was
studied in [6]. In the OSS protocol, multiuser diversity can
be exploited by selecting a communication mode between
(U1&R → U2) and (U2&R → U1), according to the signal-
to-noise ratio (SNR) at the user.

By using code division multiple access (CDMA) or space
division multiple access (SDMA) schemes, multiuser two-
way relay communications have been proposed for decode-
and-forward [7], [8] and amplify-and-forward [9], [10] relay
systems for 2𝐾 users (𝐾 pairs). Every user transmits signals
to the relay simultaneously in a multiple-access (MAC) phase,
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and the relay retransmits the received signals to every user
in a broadcast (BC) phase similar to the ANC protocol. The
SDMA method makes it possible to reuse the conventional
channels constructed by time, frequency, or code, at the
cost of knowing the channel state information (CSI) at the
transmitter. In multiuser two-way communications, CSIs are
required at the relay for the SDMA processing and they can
be estimated through the MAC phase by using orthogonal
training sequences transmitted from the users to the relays [6],
[8]–[11]. Zero-forcing (ZF)- and minimum mean-square-error
(MMSE)-based SDMA relaying methods have been studied
under the assumption that the number of users (2𝐾) is less
than or equal to the number of relay antennas (𝑁 ) [9], [10].
The condition that 2𝐾 ≤ 𝑁 is necessary and sufficient
to cancel the interferences perfectly for ZF-based SDMA
relaying when each user transmits one data stream. Therefore,
when 2𝐾 > 𝑁 , selecting (scheduling) affordable users among
2𝐾 users is required to efficiently reduce the interference and
fairly support all users.

In this paper, we derive both ZF- and MMSE-based SDMA
relaying matrices for a general number of users and introduce
user selection schemes for multiuser two-way relay communi-
cations. To serve all users fairly, multiple SDMA user groups
are selected and served through different time slots, i.e., a
time-division multiple access (TDMA) method is used. An
optimal method selecting 𝑀𝑡 users for the 𝑡th SDMA group
is presented to maximize the sum rate of the system. The
optimal method requires a search whose complexity increases
combinatorially with 𝐾 since it considers every possible
combination of all SDMA groups. Moreover, for a given
𝑀𝑡, 𝒪(𝑀2

𝑡 𝑁) computations are needed for calculating the
sum rate of each search. To avoid combinatorial search, we
propose a rate-based suboptimal method, which sequentially
selects SDMA groups to achieve the largest rate for part of
the time slots. To further reduce the computational load, we
introduce an angle-based suboptimal method selecting one
user occupying the most orthogonal channels to a given user
channels. Computing the orthogonality between two channel
vectors requires only 𝒪(𝑁) computations. Simulations are
conducted to evaluate performance in terms of the average
sum rate. As a result, an average rate loss of less than 4%
compared to the optimal method is observed with considerable
computational reduction for the rate-based suboptimal method
when 𝑁 = 2, though the loss increases as 𝑁 increases.
For the angle-based method, the performance loss is not
negligible; however, the computational complexity is reduced
dramatically.

Notation: The superscripts ‘𝑇 ’ and ‘∗’ denote transposi-
tion and complex conjugate transposition for any vector or
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Fig. 1. Multiuser relay system model at the 𝑡th slot. (a) The MAC phase: transmission from the selected {𝑎𝑡,1, . . . , 𝑎𝑡,𝑀𝑡}th users to the relay. (b) The
BC phase: transmission from the relay to the selected {𝑏𝑡,1, . . . , 𝑏𝑡,𝑀𝑡}th users.

matrix, respectively; 𝑨−1 and 𝑨+ denote matrix inversion
and pseudoinversion of 𝑨, respectively; 𝑰𝑎 represents an 𝑎-
by-𝑎 identity matrix; tr(𝑨) represents the trace of matrix
𝑨; ‘E’ stands for expectation of a random variable; for any
scalar 𝑎, vector 𝒂, and matrix 𝑨, the notation ∣𝑎∣, ∥𝒂∥, and
∥𝑨∥𝐹 denote the absolute value of 𝑎, 2-norm of 𝒂, and
Frobenius-norm of 𝑨, respectively; diag(𝑨) and offd(𝑨) are
the diagonal and off-diagonal matrices of a square matrix
𝑨, respectively; mod(𝑎, 𝑏) is a modulo operation finding the
remainder of division of 𝑎 by 𝑏; ( 𝑎𝑏 ) represents the number
of 𝑏-combinations from a set with 𝑎 elements, i.e., 𝑎!

𝑏!(𝑎−𝑏)! ,
where 𝑎! means the factorial of 𝑎; ⌈𝑎⌉ is the smallest integer
larger than 𝑎; 𝒜 ⊆ ℬ means 𝒜 is a subset of ℬ; and

∪
𝑖 𝒜𝑖

denotes a union of sets {𝒜𝑖}.

II. MULTIUSER TWO-WAY RELAY SYSTEM DESCRIPTION

There are 2𝐾 user nodes having one antenna each and
one relay node having 𝑁 antennas as shown in Fig. 1. The
2𝐾 users result in 𝐾 pairs of two users exchanging data
with each other through the relay. Without loss of general-
ity, it is assumed that the (2𝑘 − 1)th and the (2𝑘)th users
communicate with each other (𝑘 ∈ {1, ⋅ ⋅ ⋅ ,𝐾}). The vector
channel between the 𝑗th user (𝑗 ∈ {1, . . . , 2𝐾}) and the
relay node is represented by 𝒉𝑗 ∈ ℂ𝑁×1, where the 𝑖th
element is the channel gain between the 𝑖th antenna of the
relay and the 𝑗th user. We assume that the elements of 𝒉𝑗

are independent and identically distributed (i.i.d.) and zero-
mean complex Gaussian random variables with unit variance1.
We also assume that every channel remains static during one
scheduling period, i.e., a quasi-static channel. One scheduling
period is divided into 𝑇 slots (𝑡 ∈ {1, . . . , 𝑇 }) and each slot
𝑡 is composed of MAC and BC phases. In the MAC phase
at the 𝑡th slot, the selected 𝑀𝑡 users, 𝑎𝑡,1 < 𝑎𝑡,2 < ⋅ ⋅ ⋅ <
𝑎𝑡,𝑀𝑡 and 𝑎𝑡,𝑚 ∈ {1, . . . , 2𝐾}, construct one SDMA group
and transmit their data simultaneously to the relay as shown

1Using a transmit power control mechanism for the users (relay) [10], the
average received power at the relay (each user) can be assumed to be identical.
Therefore, we can set the variances of the channel elements to one.

in Fig. 1(a). In the BC phase at the same slot, the relay
retransmits (broadcasts) the received 𝑀𝑡 data streams to the
{𝑏𝑡,𝑚}th users (𝑏𝑡,𝑚 ∈ {1, . . . , 2𝐾} and 𝑚 = {1, . . . ,𝑀𝑡})
as shown in Fig. 1(b). For the data exchange between two-way
communication users, 𝑎𝑡,𝑚 and 𝑏𝑡,𝑚, the user indices {𝑏𝑡,𝑚}
in BC phase are determined according to {𝑎𝑡,𝑚} as follows:

𝑏𝑡,𝑚 = 𝑎𝑡,𝑚 + 1− 2mod(𝑎𝑡,𝑚 + 1, 2). (1)

To avoid ambiguity and to effectively mitigate co-channel
interferences (CCIs) among the 𝑀𝑡 data streams, as we
mentioned previously, the number of supported data streams
𝑀𝑡 at one slot 𝑡 should be less than or equal to the number
of relay antennas [9], [10]; also, to enable the two-way
communications protocol, 𝑀𝑡 should be larger than two, i.e.,

2 ≤ 𝑀𝑡 ≤ 𝑁. (2)

Though there is no restriction on the maximum number of
users for MMSE-based SDMA systems, the interferences can
be effectively mitigated when (2) is satisfied [9], [10]. The
different SDMA user groups are time-duplexed and supported
through 𝑇 different slots as TDMA. Here, note that 𝑇 depends
on 𝑀𝑡. For example, when 2𝐾 = 8 and 𝑁 = 4, four scenarios
are possible for SDMA groups: {𝑀𝑡 = 2}, {𝑀𝑡1 = 2,𝑀𝑡2 =
𝑀𝑡3 = 3}, {𝑀𝑡1 = 𝑀𝑡2 = 2,𝑀𝑡3 = 4}, and {𝑀𝑡 = 4} yield
𝑇 = 4, 3, 3, and 2, respectively. Throughout this paper, we
assume that the coherent time of the channel is long enough
to support all users within any possible 𝑇 scheduling time2.

Let 𝑑𝑗 denote the data symbol for the 𝑗th user. The received
signal at the relay, at the MAC phase of the 𝑡th slot, can be
written as follows:

𝒓(𝑡) = 𝑭 (𝑡)𝒅(𝑡) + 𝒏R(𝑡) ∈ ℂ
𝑁×1 (3)

2Otherwise, the previously unsupported users might be scheduled in the
next scheduling period with higher priority than the supported users for
fairness. Also, additional resources such as code or frequency can be used for
the unsupported users in the same scheduling period. Namely, CDMA and
frequency-division multiple-access (FDMA) can be directly combined with
the SDMA-based TDMA method.
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where the multiuser transmit signal vector 𝒅(𝑡) =
[𝑑𝑎𝑡,1 ⋅ ⋅ ⋅ 𝑑𝑎𝑡,𝑀𝑡

]𝑇 ∈ ℂ𝑀𝑡×1 satisfies E𝒅(𝑡)𝒅(𝑡)∗ = 𝑰𝑀𝑡 ; the
multiuser channel matrix 𝑭 (𝑡) = [𝒉𝑎𝑡,1 ⋅ ⋅ ⋅𝒉𝑎𝑡,𝑀𝑡

] ∈ ℂ𝑁×𝑀𝑡 ;
and 𝒏R(𝑡) ∈ ℂ𝑁×1 is a zero-mean additive white Gaussian
noise (AWGN) at the relay and E𝒏R(𝑡)𝒏

∗
R(𝑡) = 𝜎2

𝑛R
𝑰𝑁 . The

relay multiplies 𝒓(𝑡) by a relay processing matrix 𝑾 (𝑡) ∈
ℂ𝑁×𝑁 , and forwards

𝒙(𝑡) = 𝑾 (𝑡)𝒓(𝑡) ∈ ℂ
𝑁×1 (4)

during the BC phase. Here, the transmit power of the relay is
bounded by 𝑃R as

E ∥𝒙(𝑡)∥2 ≤ 𝑃R. (5)

Denoting the received signal at the selected 𝑏𝑡,𝑚th user by
𝑦𝑏𝑡,𝑚 , the received signal vector of the selected users is written
as

𝒚(𝑡) = 𝑮𝑇 (𝑡)𝑾 (𝑡)𝑭 (𝑡)𝒅(𝑡) +𝑮𝑇 (𝑡)𝑾 (𝑡)𝒏R(𝑡) + 𝒏U(𝑡),
(6)

where 𝒚(𝑡) = [𝑦𝑏𝑡,1 , . . . , 𝑦𝑏𝑡,𝑀𝑡
]𝑇 ∈ ℂ𝑀𝑡×1; the multiuser

channel matrix 𝑮(𝑡) can be represented as 𝑮(𝑡) =
[𝒉𝑏𝑡,1 ⋅ ⋅ ⋅𝒉𝑏𝑡,𝑀𝑡

] ∈ ℂ𝑁×𝑀𝑡 from the reciprocity between
MAC and BC channels in the same scheduling period as the
up- and down-link channels in time division duplex (TDD)
systems; and 𝒏U(𝑡) ∈ ℂ

𝑀𝑡×1 is a multiuser AWGN satisfying
E𝒏U(𝑡)𝒏

∗
U(𝑡) = 𝜎2

𝑛U
𝑰𝑀𝑡 .

III. SDMA-BASED TWO-WAY RELAY PROCESSING

MATRIX DESIGN

In this section, we design the relay transceiver processing
matrix 𝑾 (𝑡) based on both ZF and MMSE criteria. Contrary
to the design of 𝑾 (𝑡) in [9], [10], we derive 𝑾 (𝑡) here for the
cases of a general number of users. Although the SDMA relay
system is designed for single-antenna users in this paper, it is
straightforward to extend the method to the case of multiple-
antenna users with beamforming.

A. ZF Design

In order to perfectly cancel CCIs, the effective channel
matrix in (6) should be reduced to a diagonal matrix3 as

𝑮𝑇 (𝑡)𝑾 (𝑡)𝑭 (𝑡) = 𝑞(𝑡)𝑰𝑀𝑡 (7)

where 𝑞(𝑡) is an effective channel gain. Under the condition
(2), the minimum norm solution for the ZF relay processing
matrix is obtained from (7) as

𝑾𝑍𝐹 (𝑡) = 𝑞(𝑡)(𝑮𝑇 (𝑡))+𝑭+(𝑡). (8)

Using ZF-based SDMA relay processing in (8), the received
signal in (6) becomes

𝒚(𝑡) = 𝑞(𝑡)𝒅(𝑡) + 𝑞(𝑡)𝑭+(𝑡)𝒏R(𝑡) + 𝒏U(𝑡). (9)

3If there is no power constraint on the relay, i.e., 𝑃R = ∞ in (5), we
can find a feasible solution that 𝑮𝑇 (𝑡)𝑾 (𝑡)𝑭 (𝑡) = 𝑰𝑀𝑡 instead of (7).
However, due to (5), we need to relax the ZF condition as in (7). This
relaxation means that the users require the information 𝑞(𝑡) to equalize the
received signal as shown later. Thus, 𝑞(𝑡) should be broadcast from the relay
to the users since it will be derived as a function of the multiuser channels
shown later.
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Fig. 2. Examples of multiuser two-way communications when 2𝐾 = 8,
𝑁 = 4 and 𝑀𝑡 = 4.

From (9), we can see that 𝑞(𝑡) is the effective channel gain for
each data stream. After equalization with 𝑞−1(𝑡) at the users’
side, the estimates of the transmitted data can be written as

𝒅(𝑡)= 𝑞−1(𝑡)𝒚(𝑡) (10a)

= 𝒅(𝑡) + 𝑭+(𝑡)𝒏R(𝑡) + 𝑞−1(𝑡)𝒏U(𝑡) (10b)

where 𝒅(𝑡) ≜ [𝑑𝑏′𝑡,1 ⋅ ⋅ ⋅ 𝑑𝑏′𝑡,𝑀𝑡
]𝑇 and 𝑑𝑏′𝑡,𝑚 is the estimate at

the selected 𝑏𝑡,𝑚th user. Here, the subscript 𝑏′𝑡,𝑚 represents the
index of the pair of the 𝑏𝑡,𝑚th user; thus, we have 𝑏′𝑡,𝑚 = 𝑎𝑡,𝑚
since the estimate of the 𝑏𝑡,𝑚th user is the transmitted data
from the 𝑎𝑡,𝑚th user. Refer to the following example.

Example: Figure 2 illustrates an example of one scheduling
period when 2𝐾 = 8 and 𝑁 = 4. For simple description, we
fix 𝑀𝑡 = 4. Thus, the required scheduling time 𝑇 = 2 in
this example. In the MAC phase of the first slot (𝑡 = 1),
users 1, 2, 3, and 8 transmit data to the relay, simultane-
ously, i.e., (𝑎1,1, . . . , 𝑎1,4)=(1, 2, 3, 8). In the BC phase of the
first slot, the relay retransmits four data streams of users
1, 2, 3, and 8 to users 2, 1, 4, and 7, respectively, i.e.,
(𝑏1,1, . . . , 𝑏1,4)=(2, 1, 4, 7). Similarly, in the second slot (𝑡 =
2), (𝑎2,1, . . . , 𝑎2,4)=(4, 5, 6, 7) and (𝑏2,1, . . . , 𝑏2,4)=(3, 6, 5, 8).
All users’ data exchanges are completed through two slots
(𝑇 = 2). From (10), the estimates at each slot can be written
as

𝑞−1(1)𝒚(1) = 𝑞−1(1) [ 𝑦2 𝑦1 𝑦4 𝑦7 ]𝑇 = 𝒅(1) = [ 𝑑1 𝑑2 𝑑3 𝑑8 ]
𝑇

= [ 𝑑1 𝑑2 𝑑3 𝑑8 ]
𝑇 + 𝑭+(1)𝒏R(1) + 𝑞−1(1)𝒏U(1)

𝑞−1(2)𝒚(2) = 𝑞−1(2) [ 𝑦3 𝑦6 𝑦5 𝑦8 ]𝑇 = 𝒅(2) = [ 𝑑4 𝑑5 𝑑6 𝑑7 ]
𝑇

= [ 𝑑4 𝑑5 𝑑6 𝑑7 ]
𝑇 + 𝑭+(2)𝒏R(2) + 𝑞−1(2)𝒏U(2).

(11)

From (11), we can see that (𝑏′1,1, . . . , 𝑏′1,4)=(1, 2, 3, 8)=
(𝑎1,1, . . . , 𝑎1,4); (𝑏′2,1, . . . , 𝑏

′
2,4)=(4, 5, 6, 7)=(𝑎2,1, . . . , 𝑎2,4);

and according to 𝑎𝑡,𝑚, the multiuser channel matrices
𝑭 (1) = [𝒉1 𝒉2 𝒉3 𝒉8] and 𝑭 (2) = [𝒉4 𝒉5 𝒉6 𝒉7].

In (10), we should note that the effective channel gain 𝑞(𝑡)
is bounded due to the relay transmit power constraint (5).
Substituting (3) and (8) into (4), the power constraint (5) gives

𝑞(𝑡) ≤
√

𝑃R

∥(𝑮𝑇 (𝑡))+∥2𝐹 + 𝜎2
𝑛R

∥(𝑮𝑇 (𝑡))+𝑭+(𝑡)∥2𝐹
. (12)

Therefore, the relay processing matrix 𝑾 (𝑡), which maxi-
mizes the effective channel gain, can be obtained from (8)
and (12) as

𝑾𝑍𝐹 (𝑡) =

√
𝑃R(𝑮

𝑇 (𝑡))+𝑭+(𝑡)√
∥(𝑮𝑇 (𝑡))+∥2𝐹 + 𝜎2

𝑛R
∥(𝑮𝑇 (𝑡))+𝑭+(𝑡)∥2𝐹

.

(13)
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B. MMSE Design

We start from (6) and (10a), and omit henceforth the time
index 𝑡 for notational convenience whenever convenient. We
define the MMSE formulation as

argmin
𝑾

E
∥∥∥𝒅− 𝒅

∥∥∥2 s.t. E ∥𝒙∥2 ≤ 𝑃R. (14)

The minimization problem (14) with constraint can be trans-
formed into

arg min
{𝑾̄ ,𝜆,𝑞}

[
E
∥∥𝒅−𝑮𝑇𝑾̄𝑭𝒅 −𝑮𝑇𝑾̄𝒏R − 𝑞−1𝒏U

∥∥2
+ 𝜆

(
E
∥∥𝑞𝑾̄ (𝑭𝒅+ 𝒏R)

∥∥2 − 𝑃R

) ]
(15)

with a non-negative Lagrange multiplier 𝜆 and a substitution
of 𝑾 by 𝑞𝑾̄ . Setting the derivatives of the Lagrange cost
𝐽 in the square bracket of (15) with respect to {𝑾̄ , 𝜆, 𝑞} to
zero, we get the Karush-Kuhn-Tucker (KKT) conditions as

∂𝐽

∂𝑾̄
=0→((𝑮∗)𝑇𝑮𝑇 + 𝜆𝑞2𝑰𝑀

)
𝑾̄
(
𝑭𝑭 ∗ + 𝜎2

𝑛R
𝑰𝑀
)

= (𝑮∗)𝑇𝑭 ∗ (16a)
∂𝐽

∂𝜆
=0→𝑞2

(
tr
(
𝑭 ∗𝑾̄ ∗𝑾̄𝑭

)
+𝜎2

𝑛R
tr
(
𝑾̄ ∗𝑾̄

))
=𝑃R (16b)

∂𝐽

∂𝑞
=0→𝑞4 =

𝜎2
𝑛U

𝑀

𝜆
(
tr(𝑭 ∗𝑾̄ ∗𝑾̄𝑭 )+𝜎2

𝑛R
tr(𝑾̄ ∗𝑾̄ )

) (16c)

To directly evaluate 𝑾̄ from (16), a numerical and iterative
search over 𝜆 is required. To avoid the iterative procedure, we
follow the optimization approach in [9], [10]. When 𝜆 ∕= 0
and 𝜎2

𝑛R
∕= 0, 𝑾̄ in (16a) can be represented as

𝑾̄ (𝜉)=
(
(𝑮∗)𝑇𝑮𝑇+𝜉𝑰𝑀

)−1
(𝑮∗)𝑇𝑭 ∗(𝑭𝑭 ∗+𝜎2

𝑛R
𝑰𝑀
)−1

,
(17)

which is a function of 𝜉 ≜ 𝜆𝑞2. Substituting (17) into (16b),
and using the cyclic property of the trace function, 𝑞 is also
represented as

𝑞(𝜉) =

√
𝑃R

tr
(
𝑾̄ (𝜉)(𝑭𝑭 ∗ + 𝜎2

𝑛R
𝑰𝑀 )𝑾̄ ∗(𝜉)

) . (18)

Continuing from (17) and (18), which satisfy the conditions
in (16a) and (16b), the problem in (15) can be rewritten as

argmin
𝜉

[
E
∥∥𝒅−𝑮𝑇𝑾̄ (𝜉)𝑭𝒅−𝑮𝑇𝑾̄ (𝜉)𝒏R−𝑞−1(𝜉)𝒏U

∥∥2] .
(19)

Here, we note that the second term multiplied by 𝜆 in (15)
disappears due to (18) satisfying the power constraint (16b).
Since the cost 𝐽(𝜉) in the square bracket of (19) is convex
or strictly quasi-convex with respect to 𝜉 [10], equating the
derivative ∂𝐽(𝜉)

∂𝜉 to zero yields the optimal 𝜉𝑜 as

𝜉𝑜 = 𝜎2
𝑛U

𝑃−1
R 𝑀. (20)

The closed formed MMSE solution of 𝑾 can then be obtained
from (17), (18) and (20) as

𝑾𝑀𝑀𝑆𝐸 = 𝑞(𝜉𝑜)𝑾̄ (𝜉𝑜). (21)

Note that the solution in (21) satisfies (16). From this fact, we
can see that (21) is the solution of the original optimization
problem in (14). Also, it can be easily shown that 𝑾𝑀𝑀𝑆𝐸

becomes identical to 𝑾𝑍𝐹 in (13) when 𝜎2
𝑛R

= 𝜎2
𝑛U

= 0.

IV. USER SELECTION ALGORITHMS

In this section, we propose optimal and suboptimal criteria
for multiuser selection. Here, single user communications4

are not considered due to low spectral efficiency. We assume
that each user treats the interference as noise and the sum
achievable rate at slot 𝑡 is defined as

ℛ(𝑡) ≜ 𝑀𝑡

2
log2 (1 + SNR(𝑡)) (22)

where the pre-log term 𝑀𝑡 appears from the fact that indepen-
dent 𝑀𝑡 data streams are transmitted through the 𝑡th slot; the
pre-log term 1

2 comes from the fact that each slot is composed
of two phases; and the received SNR at slot 𝑡 is expressed from
(6) as

SNR(𝑡)

=
E ∥diag(𝑮𝑇 (𝑡)𝑾 (𝑡)𝑭 (𝑡))𝒅(𝑡)∥2

E∥offd(𝑮𝑇 (𝑡)𝑾 (𝑡)𝑭 (𝑡))𝒅(𝑡)∥2+E∥𝑮𝑇 (𝑡)𝑾 (𝑡)𝒏R(𝑡)∥2+E∥𝒏U∥2

(23)
Using (22), after supporting all users during one scheduling
time 𝑇 , the average sum rate per slot, i.e., the average sum
rate per time, is given by

ℛ̄ =
1

𝑇

𝑡=𝑇∑
𝑡=1

ℛ(𝑡). (24)

Noting that the SNR in (23) is a function of 𝑭 (𝑡) and 𝑮(𝑡), we
can see that the SNR depends only on {𝑎𝑡,𝑚} since the {𝑏𝑡,𝑚}
are determined by {𝑎𝑡,𝑚} as mentioned in (1). Accordingly,
the index set 𝜰 𝑜 for the optimal SDMA group selection in
terms of ℛ̄ can be obtained via the following optimization:

𝜰 𝑜 = arg max
𝜰 (𝑀1,...,𝑀𝑇 )⊆𝜴𝑜

ℛ̄. (25)

In (25), for the given {𝑀𝑡}, the number of candidates for a
subset 𝜰 (𝑀1, . . . ,𝑀𝑇 ) = {(𝑎1,1, . . . , 𝑎1,𝑀1), . . . , (𝑎𝑇,1, . . . ,
𝑎𝑇,𝑀𝑇 )} of 𝜴𝑜 = {1, . . . , 2𝐾} is

𝑄𝑜 =

𝑡=𝑇∏
𝑡=1

{
1

𝑐(𝑀𝑡)

(
2𝐾 − (𝑡− 1)𝑀𝑡

𝑀𝑡

)}
, (26)

where 𝑐(𝑀𝑡) gives the number of such 𝑀𝑡-permutations that
give the same 𝑀𝑡-combination when the order of 𝑀𝑡 is
ignored and it can then be expressed as

𝑐(𝑀𝑡) =

{
1, if 𝑡 = 1 or 𝑀𝑡 = 𝑀𝑡−1

𝑐(𝑀𝑡) + 1, if 𝑡 ≥ 2 and 𝑀𝑡 ∕= 𝑀𝑡−1

The computational complexity for the cost in (25) with (23)
is 𝒪(𝑀2

𝑡 𝑁) and it might be moderate; however, the combi-
natorial number 𝑄𝑜 in (26) would be a burden on the relay
since it increases exponentially as 𝐾 increases. Regarding the
training for CSI estimation and the computation of 𝑾 (𝑡) at
the relay, the complexity can be assumed independent of the
user selection methods. Therefore, to efficiently reduce the
computational complexity, we propose suboptimal algorithms
avoiding the combinatorial search with reasonable perfor-
mance degradation.

4In single user communications, every user transmits by using different
time resources or other orthogonal resources such as frequency and code.
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A simple suboptimal choice is a rate-based sequential
method, in which selects SDMA groups with 2𝐾

𝐿 users instead
of 2𝐾 users, where 𝐿 is a positive devisor of 2𝐾 and
1 ≤ 𝐿 ≤ 𝐾 . Hence, the optimization is sequentially performed
throughout 𝐿 steps. For the 𝑙th step, the rate-based suboptimal
method is represented as

𝜰 𝑟
𝑙 = arg max

𝜰𝑙(𝑀𝑙
1,...,𝑀

𝑙
𝑇 ′ )⊆𝜴𝑟

𝑙,𝑇 ′

1

𝑇 ′

𝑡=𝑙𝑇 ′∑
𝑡=(𝑙−1)𝑇 ′+1

ℛ(𝑡) (27)

where 𝑀 𝑙
𝑡 represents a number of selected users among 2𝐾

𝐿
users at the 𝑡th slot of the 𝑙th step and 𝑇 ′ is a slot number
depending on 𝑀 𝑙

𝑡 . In (27), 𝜴𝑟
𝑙,𝑇 ′ is an unselected user index

set represented by

𝜴𝑟
𝑙,𝑇 ′ = {1, 2, . . . , 2𝐾} −

𝑙′=𝑙−1∪
𝑙′=1

𝜰 𝑟
𝑙′

since the selected users in the MAC phase of the previous
{𝑙′}th steps are discarded in the present 𝑙th step for fairness
among users. Therefore, for a given 𝑀 𝑙

𝑡 = 𝑀𝑡, the number of
possible candidates for {𝜰 𝑟

1 , . . . ,𝜰
𝑟
𝐿} can be written as

𝑄𝑟=

max(1,𝐿−1)∑
𝑙=1

𝑇 ′∏
𝑡=1

{
1

𝑐(𝑀𝑡)

(
2𝐾 − ((𝑙 − 1)𝑇 ′ + 𝑡− 1)𝑀𝑡

𝑀𝑡

)}
.

(28)
Note that the rate-based suboptimal method is identical to the
optimal method if we set 𝐿 = 1, and it becomes more simple
as 𝐿 increases.

Another simple selecting choice is an angle-based method.
Substituting 𝑾 (𝑡) in (23) with 𝑾𝑍𝐹 (𝑡) in (13), the received
SNR in (23) is rewritten as (29) and we can get the lower
bound of its denominator as (30), at the bottom of this page.
In (30), 𝜆𝑚(𝑨) is the 𝑚th largest singular value of 𝑨.
Here, the bound, which maximizes the SNR in (29), can be
achieved when 𝜆𝑚(𝑭 (𝑡)) = 𝜆𝑭 and 𝜆𝑚(𝑮(𝑡)) = 𝜆𝑮 for
all 𝑚, i.e., 𝑭 ∗(𝑡)𝑭 (𝑡) = 𝜆2

𝑭 𝑰𝑀𝑡 and 𝑮∗(𝑡)𝑮(𝑡) = 𝜆2
𝑮𝑰𝑀𝑡 .

Equivalently, the upper bound of (29) can be achieved when
the column vectors of 𝑭 (𝑡) and 𝑮(𝑡) form an orthogonal
basis. In accordance with this fact, the angle-based method,
which selects {𝑎𝑡,𝑚, 𝑏𝑡,𝑚}th users having the most orthogonal
channel vectors relative to the previously selected channel

vectors of the users, can be formulated as

𝑎𝑡,𝑚 = arg max
𝑎𝑡,𝑚∈𝜴𝑎

𝑡,𝑚

𝑚′=𝑚−1∑
𝑚′=1

(
𝜃𝒉𝑎

𝑡,𝑚′ ,𝒉𝑎𝑡,𝑚
+ 𝜃𝒉𝑏

𝑡,𝑚′ ,𝒉𝑏𝑡,𝑚

)
(31)

with 𝑎1,1 = 1 as an initial setup. In (31), the index set 𝜴𝑎
𝑡,𝑚

of unselected users is represented as

𝜴𝑎
𝑡,𝑚 = {1, 2, . . . , 2𝐾} − {𝑎1,1, . . . , 𝑎1,𝑀1} − ⋅ ⋅ ⋅

− {𝑎𝑡−1,1, . . . , 𝑎𝑡−1,𝑀𝑡−1} − {𝑎𝑡,1, . . . , 𝑎𝑡,𝑚−1},
and the orthogonality 𝜃𝒂,𝒃 between two complex vectors 𝒂
and 𝒃 is defined by a Hermitian angle as [12]:

𝜃𝒂,𝒃 ≜ cos−1

( ∣𝒂∗𝒃∣
∥𝒂∥∥𝒃∥

)
, 0 ≤ 𝜃𝒂,𝒃 ≤ 𝜋

2
. (32)

Using (32) in (31), the angle-based method can be reformu-
lated as

𝑎𝑡,𝑚=argmin
𝑎𝑡,𝑚∈𝜴𝑎

𝑡,𝑚

𝑚′=𝑚−1∑
𝑚′=1

( ∣𝒉∗
𝑎𝑡,𝑚′𝒉𝑎𝑡,𝑚 ∣

∥𝒉𝑎𝑡,𝑚′ ∥∥𝒉𝑎𝑡,𝑚∥+
∣𝒉∗

𝑏𝑡,𝑚′𝒉𝑏𝑡,𝑚 ∣
∥𝒉𝑏𝑡,𝑚′ ∥∥𝒉𝑏𝑡,𝑚∥

)
.

(33)
Contrary to the user selection algorithms in (25) and (27),
that in (33) does not include the number of SDMA users
(data streams) at the 𝑡th slot, i.e., 𝑀𝑡 or 𝑀 𝑙

𝑡 , as a variable.
Therefore, 𝑀𝑡 should be predetermined. For the low com-
plexity with moderate performance degradation, we set 𝑀𝑡 as
its minimum or maximum value, respectively, 2 or 𝑁 . Then,
after comparing two ℛ̄’s obtained when 𝑀𝑡 = 2 and 𝑁 , the
relay decides 𝑀𝑡 yielding the larger sum rate. Although the
angle-based suboptimal method is designed for the ZF-based
relay system, it also works for the MMSE-based relay system
as shown later, and it needs to compare only

𝑄𝑎 =

{
1, 𝐾 = 1∑𝑡=⌈ 2𝐾

𝑁 −1⌉
𝑡=1

(∑𝑁−1
𝑘=1 (2𝐾−(𝑡−1)𝑁−𝑘)

)
, 𝐾 > 1

(34)
candidates for the SDMA groups. Moreover, the computa-
tional complexity for the cost in (33) is 𝒪(𝑁).

In Fig. 3, we depict the numbers of candidates of available
user groups, i.e., the number of comparisons, when 𝑁 = 2.
Note that 𝑀𝑡 = 𝑀 𝑙

𝑡 = 2 for all 𝑡 since 𝑁 = 2. 𝑄𝑜 in
(26) increases exponentially, while 𝑄𝑟 in (28) and 𝑄𝑎 in
(34) increase moderately as the number of users increases.

SNR(𝑡) =
𝑀𝑡

𝜎2
𝑛R

∥𝑭+(𝑡)∥2𝐹 +
𝑀𝑡𝜎2

𝑛U

𝑃R
∥𝑮+(𝑡)∥2𝐹 +

𝑀𝑡𝜎2
𝑛R

𝜎2
𝑛U

𝑃R

∥∥∥(𝑮𝑇 (𝑡))
+
𝑭+(𝑡)

∥∥∥2
𝐹

(29)

denominator of (29) = 𝜎2
𝑛R

𝑚=𝑀𝑡∑
𝑚=1

𝜆2
𝑚

(
𝑭+(𝑡)

)
+

𝑀𝑡𝜎
2
𝑛U

𝑃R

(
𝑚=𝑀𝑡∑
𝑚=1

𝜆2
𝑚

(
𝑮+(𝑡)

)
+𝜎2

𝑛R

𝑚=𝑀𝑡∑
𝑚=1

𝜆2
𝑚

(
(𝑮𝑇 (𝑡))+𝑭+(𝑡)

))

=

𝑚=𝑀𝑡∑
𝑚=1

𝜎2
𝑛R

𝜆2
𝑚 (𝑭 (𝑡))

+
𝑀𝑡𝜎

2
𝑛U

𝑃R

(
𝑚=𝑀𝑡∑
𝑚=1

1

𝜆2
𝑚 (𝑮(𝑡))

+

𝑚=𝑀𝑡∑
𝑚=1

𝜎2
𝑛R

𝜆2
𝑚 ((𝑭 (𝑡)𝑮𝑇 (𝑡)))

)

≥ 𝑀𝑡𝜎
2
𝑛R

𝜆2
1 (𝑭 (𝑡))

+
𝑀𝑡𝜎

2
𝑛U

𝑃R

(
𝑀𝑡

𝜆2
1 (𝑮(𝑡))

+
𝑀𝑡𝜎

2
𝑛R

𝜆2
1 ((𝑭 (𝑡)𝑮𝑇 (𝑡)))

)
(30)
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Fig. 3. Comparison of the number of candidate user groups for optimal (26),
rate-based suboptimal (28), and angle-based suboptimal (34) when 𝑁 = 2
and 𝑀𝑡 = 𝑀 𝑙

𝑡 = 2.

Obviously, 𝑄𝑟 = 𝑄𝑜 when 𝐿 ≤ 1, which is not depicted. For
a certain small number of users, it is observed that 𝑄𝑟 is larger
than 𝑄𝑜. As an example, when 2𝐾 = 4, the optimal scheme
compares three candidates {(1, 2), (3, 4)}, {(1, 3), (2, 4)}, and
{(1, 4), (2, 3)} for two SDMA groups, while the rate-based
suboptimal scheme compares six candidates {(1, 2)}, {(1, 3)},
{(1, 4)}, {(2, 3)}, {(2, 4)}, and {(3, 4)} for the first SDMA
group. It is nevertheless obvious that the proposed suboptimal
methods can substantially reduce the computational complex-
ity at the relay as 𝐾 increases. However, at the same time,
it should be verified that the performance degradation of the
suboptimal methods is not significant compared to the optimal
method. To confirm it, we will evaluate and compare the
performance of the optimal and suboptimal methods with
respect to the achievable rate.

V. SIMULATION RESULTS

We compare the average sum rates per slot in (24) for four
scheduling methods: optimal, rate-based suboptimal, angle-
based suboptimal and random selection methods. The ran-
dom selection method selects 𝑀𝑡 SDMA users randomly but
exclusively at each time slot. Letting 𝑃R = 1, the received
SNRs at the relay and the users are defined as 𝜎−2

𝑛R
and 𝜎−2

𝑛U
,

respectively.
In Fig. 4, the average sum rates of ZF-based systems are

evaluated against the received SNRs when 2𝐾 = 8. As
expected, we can see a tradeoff between complexity and per-
formance. When 𝑁 = 2 as depicted in Fig. 4(a), the available
number of SDMA users in each slot is two for all algorithms,
i.e., 𝑀𝑡 = 𝑀 𝑙

𝑡 = 2. Hence, the suboptimum schemes achieve
almost similar performance to the optimal scheme. The aver-
age loss rates of the suboptimal methods are 2.5(3.5)% and
8.0% for the rate-based suboptimal scheme with 𝐿 = 2(4)
and the angle-based suboptimal method, respectively. Note
that the increase in rates compared to the random selection
method are, respectively, 25.8(24.5)% and 18.3%. However,
when 𝑁 = 4, the performance gap between the optimal and
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Fig. 4. Average sum rates per slot in (24) of ZF-based SDMA systems when
2𝐾 = 8 and 𝑃R = 1. (a) 𝑁 = 2. (b) 𝑁 = 4.

suboptimal schemes increases as shown in Fig. 4(b). The
average loss rates are, respectively, 6.3(17.4)% and 11.1%,
while the increased rates are, respectively, 31.5(16.4)% and
24.9%. In contrast to the optimal scheme, in which 𝑀𝑡 can
be any choice satisfying (2), the suboptimal schemes have a
restriction on 𝑀𝑡 as presented in Fig. 4(b), resulting in higher
performance loss. From the random selection method with the
values of 𝑀𝑡 at 2 and 4 in our simulations, we can see the
effect of 𝑀𝑡 on the system performance.

Figures 5(a) and (b) show the average rates per slot versus
the number of users in the ZF- and MMSE-based systems,
respectively, when 𝑁 = 2. As expected, the average rate
of the proposed suboptimal scheduling methods place them-
selves between those of the optimal and the random selection
methods. Due to the computational complexity, we show the
average sum rate of the optimal scheduling method from 2 up
to 10 users in simulation. When there is only one user pair
(2𝐾 = 2), obviously the average sum rates of all schemes are
identical. The average rates of the rate-based (angle-based)
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Fig. 5. Average sum rates per slot in (24) for optimal (𝐿 = 1), rate-based
(𝐿 = 𝐾), angle-based, and random selection schemes versus the number of
users when 𝑁 = 2 and 𝑃R = 1. (a) ZF-based SDMA. (b) MMSE-based
SDMA.

suboptimal method for the ZF-based system are decreased
by 3.7(11.2)%, 3.9(8.4)%, and 3.7(6.4)% compared to the
optimal method, when both of 𝜎−2

𝑛R
and 𝜎−2

𝑛U
are 5 dB, 10 dB,

and 15 dB, respectively; however, these are increased by
35.7(26.2)%, 25.5(20.1)%, and 18.2(15.2)% compared to the
random selection method. For the MMSE-based system, the
rate losses of the rate-based (angle-based) suboptimal method
are 3.9(5.9)%, 3.1(8.4)%, and 3.7(6.4)%, respectively, while
the gains are 19.6(17.3)%, 18.4(18.0)%, and 15.4(13.4)%
compared to the random selection method.

From these results, it can be surmised that the rate-based
scheme with 𝐿 = 𝐾 when 𝑁 = 2 can achieve close
performance in less than 4% loss to the optimal scheme with
the extremely reduced complexity (see Fig. 3). It can be also
seen that the average sum rates per slot, except that of the
random selection method, increase as the number of total users
increases, i.e., all schemes except the random selection method
can obtain multiuser diversity gain.

VI. CONCLUSION

For multiuser two-way relay systems, SDMA-based relay
processing matrices are designed. Also, an optimal scheduling
method maximizing the average sum rate and its subopti-
mal methods reducing complexity are proposed. A trade-
off between complexity and performance can be verified.
Especially, when the relay has two antennas, it is shown
that the proposed suboptimal scheduling methods can achieve
significant complexity reduction with some tolerable sacrifice
in performance.
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