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Abstract—A fundamental task in a wireless sensor network is to
broadcast some measured data from an origin sensor to a desti-
nation sensor. Since the sensors are typically small, power limited,
and low cost, they are only able to broadcast low-power signals.
As a result, the propagation loss from the origin to the destination
nodes can attenuate the signals beyond detection. One way to deal
with this problem is to pass the transmitted signal through relay
nodes. In this paper we propose and study two-hop multisensor
relay strategies that achieve minimum mean-square-error (mse)
performance subject to either local or global power constraints.
The capacity of the resulting relay link and its diversity order are
studied. The effect of channel uncertainties on system performance
is examined and a modified relay scheme is proposed.

Index Terms—Amplify-and-forward scheme, cooperative net-
works, relay networks, relay strategy, sensor networks, spatial
diversity.

I. INTRODUCTION

Awirelesssensornetworkisadistributedcommunicationnet-
workcontaininggeographically separatedsensornodes [1],

[2]. A fundamental task in a wireless sensor network is to broad-
cast some measured data from an origin sensor to a destination
sensor. Since the sensors are typically small, power limited, and
low cost, they are only able to broadcast very low-power signals.
This means that the propagation loss from the origin to the des-
tination sensor can attenuate the signals beyond detection. One
way to deal with this problem is to pass the transmitted signal
through one or more relay sensors [1]. This option is attractive for
at least two reasons. First, shorter-range communication is gener-
ally cheaper than longer-range communication and, therefore, it
is convenient to transmit information using multihopping among
sensors. Second, relay channels add spatial diversity,which helps
combat the fading effect of wireless links.

As a result, relay networking has received considerable atten-
tion in the literature, with several works dealing with informa-
tion-theoretic aspects and other works dealing with signal pro-
cessing and communication aspects. For example, an early study
of relay networks appears in [3] where two fundamental coding
strategies for the relay channel were introduced. An achiev-
able rate region over additive white Gaussian noise channels ap-
peared later in [4] and [5], with several other information-theo-
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retic studies appearing in [6]–[11]. On the communication side,
some works proposed methods to minimize energy consumption
and reduce communication cost at the expense of computation.
For instance, the contributions [12], [13] proposed approaches
that reduce the volume of data through some aggregation tech-
niques. Other works focused on power efficient broadcast sched-
uling algorithms [6], [14]–[16], and on approaches to overcome
the propagation and path loss effect of channels and to achieve
higher data rate over relay links [17]. A comparative study of
various relay schemes and a discussion on the diversity gain of
cooperative relay networks can be found in [18] and [19]. Co-
operative networks are also studied in [20]–[22].

Relay schemes can be broadly categorized into three gen-
eral groups: amplify-forward, compress-forward, and decode-
forward. In the amplify-forward scheme, the relay nodes am-
plify the received signal and rebroadcast the amplified signals
toward the destination node [4], [7], [19]. In the compress-for-
ward method, the relay nodes compress the received signals by
exploiting the statistical dependencies between the signals at the
nodes [3], [23], [24]. In the decode-forward scheme, the relay
nodes first decode the received signals and then forward the de-
coded signals toward the destination node [8], [25], [26]. The
minimum mean-square error (mmse) formulation of this paper
will lead to relay strategies of the amplify-forward type.

Usually, in conventional amplify-forward relay schemes [see
[3], [4], [7], [11], [19], and (15) later] the relay nodes compen-
sate for the phase of the incoming signal in order to result in
coherent signal combination at the receiver. In such schemes,
each node generally utilizes its maximum allowable power. In
contrast, the schemes proposed in this paper will allow the relay
nodes to adjust their power in order to attain a certain target
signal-to-noise ratio (SNR). In addition, the mmse relay strate-
gies will help increase the transmit range (by compensating for
free space loss), the diversity gain and the power efficiency of
the source-destination link. The relay nodes will not need to
share information about the received signals and, as the number
of relay sensors increases, the average power usage per
sensor node and the total average power will drop as
and , respectively. We also develop relay strategies that
incorporate local and global power constraints.

II. RELAY NETWORK MODEL

Consider a sensor network with relay nodes between a
source sensor and a destination sensor. The relay nodes are
labelled from 1 to —see Fig. 1. Let denote the
(column) channel vector between the source sensor and the relay
nodes, and let denote the (row) channel vector be-
tween the relay sensors and the destination sensor. A quasi-static
fading condition is assumed for each channel gain so that the
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Fig. 1. A relay network with N relay nodes, one source, and one destination.

channel realizations stay fixed for the duration of a single frame
of data. Let denote the th element of , which stands for
the channel coefficient from the source sensor to the th relay
node. Likewise, let denote the th element of , which
stands for the channel coefficient from the th relay node to the
destination sensor. A simple two-phase (two-hop) protocol is
used to transmit data from the source sensor to the receiver. The
first phase (hop) is the broadcasting phase, during which the
source sensor broadcasts a signal towards the relay sensors.
The second phase (hop) is the relaying phase, during which the
relay sensors transmit their signals to the destination sensor. We
assume synchronous transmission and reception at relays nodes,
so that the relay nodes relay their data at the same time instant.
Using the above formulation, the received vector at the relay
sensors is given by

(1)

where

(a column vector) (2)

and is zero-mean complex noise with covariance ma-
trix . We assume the relay nodes are far enough from each
other such that their noises can be assumed to be uncorrelated.
At the second phase of the relaying protocol, the relay sensors
rebroadcast a transformed signal vector that is given by

(3)

where is an linear transformation matrix to be de-
termined in order to enforce some optimal performance, as ex-
plained later. The received scalar signal at the destination sensor
is then given by

(4)

where

(a row vector)

and is a zero-mean scalar noise with variance . Substi-
tuting (3) into (4) and using (1) we have

(5)

We are interested in choosing the relay matrix such that the
received signal at the destination sensor before corruption by
the destination sensor noise (i.e., the term ) is a least-mean-
squares (lms) estimate of the transmitted signal or a scaled
multiple of it as we now explain.

III. MMSE RELAY STRATEGY

Initially, we select to minimize the mean-square error (mse)
between the uncorrupted received signal and a scaled mul-
tiple of the transmitted signal , i.e.,

(6)

where

(7)

for some positive scalar chosen by the designer. For example,
the choice would minimize the mse between and
itself. More generally, the choice

SNR (8)

where

(9)

would ensure a certain a target SNR at the destination node, as
remarked after (16). Now expanding (7) leads to

(10)

Introduce the variable . Then (10) becomes

Minimizing over gives

i.e.

(11)
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and we can use the matrix inversion equality [27] to rewrite (11)
as

Recalling that , we are reduced to choosing a relay
matrix that satisfies

(12)

Expression (12) provides independent equalities for un-
known elements in . In other words, the relation provides sev-
eral degrees of freedom that can be exploited advantageously as
we now explain.

IV. RELAY MATRIX SELECTION

Note first that a wireless sensor network is a fundamentally
distributed communications network. As a result, we shall as-
sume that each node only has access to local channel infor-
mation. Specifically, every node will only have access to the
channel gains and that connect it to the source and the
destination. This structure motivates us to seek a diagonal ma-
trix that satisfies (12). Thus we shall select diagonal entries

such that

(13)

i.e.,

(14)

It is assumed that the source sensor node provides the relay
nodes with the value of . Alternatively, could be
approximated by (by using an argument similar to the
one used in the Appendix).

It is worth noting that the conventional amplify-forward relay
scheme employs instead (e.g., [3], [4], [7], [11], [19])

(15)

where denotes the desired transmit power for each relay
node. The differences with (14) are clear, e.g., (14) uses
instead of . Moreover, since the relay factor in (14) is
scaled down by the number of relay sensors (i.e., by ),
unlike (15), we will note that the average power consumption
per node drops as the number of relay sensor increases. We will
show later that the conventional scheme (15) can be derived by
imposing power constrains on each relay node.

As it can be observed from (14), each relay node needs its
local channel state information and , as well as a single
common term for all nodes. Thus, the
transmission process can be implemented in two phases. First, a

training phase provides the relay nodes with channel estimation
and, second, a transmission phase relays the signal toward the
destination node. The relay nodes can use training sequences
to estimate the broadcast or backward channels, , while
the destination node can estimate the individual relay node
channels and feed them back.

A. Equalization

Continuing with (14), the signal received at the destination
sensor is given by (4), which in view of (7) would tend to be

(16)

with an SNR level that is equal to SNR . We still need to
equalize in order to remove the effect of and recover . To
do so, we now choose a scalar so as to minimize

(17)

where using (5)

(18)

The optimal provides the mmse estimate of given . Ex-
panding (18) we get

(19)

and the optimal scalar is found to be

(20)

Substituting from (12) into (20) leads to

(21)

Clearly, is a real scalar so that the equalizer does not change
the phase of the received signal—see Fig. 2.

To get a better insight into the result, let us assume that

(22)

which is a realistic assumption as the number of relay sensors
increases. Then (21) becomes

(23)

If we further ignore in comparison with and
, we get

(for large (24)
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Fig. 2. The relay network scheme.

This expression indicates that when the number of relay sensors
increases, the destination node does not need the power of the
broadcast channel in order to perform equalization.

B. MSE Behavior

We now examine how the resulting mmse varies as a
function of the number of relay sensors for large . Substituting
(12) and (20) into (19) gives

Using (22) again gives

Averaging this result over different channel realizations and
using the approximation (see the Appendix)

(25)

we get

(26)

Using the simplified expression (24) for gives

(27)

It follows that increasing the number of relay nodes decreases
the mse and it converges to the steady-state value

(for large (28)

In contrast, for the conventional relaying strategy (15), the mse
tends to zero as ; this, however, occurs at the expense of
increased total power consumption (it increases with ). One
advantage of the proposed scheme is that the network adjusts
its power usage based on the required target SNR, so that the
desired quality of service can be obtained by adjusting the target
SNR or .

Summary: Asymptotic results for a large number of relay
nodes :

V. POWER EFFICIENCY

We can also examine the power consumption of the proposed
relay method. The transmitted signal from the th relay sensor
is given by

(29)

where and are the received signal from (1) and the relay
factor (14) at the th sensor, respectively. Then the average
power at the th relay sensor is given by

(30)

A simple protocol can be used to control the peak power usage
by a sensor. A sensor will be allowed to participate in the relay
process if , where is a threshold that de-
termines the maximum allowed peak power. Using this protocol
we simply ignore relay sensors with weak forward (from relay
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to destination) channels. Then the power usage per sensor will
be upper bounded by1

where, as argued in the Appendix, we are employing the approx-
imation

(31)

Thus the power usage per sensor is upper bounded by

(32)

In this way, increasing the number of sensors not only improves
the mse performance, but it also decreases power consumption
per sensor. The total power used in the relay network is then

(33)

so that the total power consumption in the network drops by
.

VI. CAPACITY OF THE RELAY NETWORK

Due to the two-phase protocol scheme, the relay sensors are
busy receiving data during the first phase and relaying data
during the second phase. Thus the source sensor is able to
transmit only at half of the time. As a result we shall scale the

1One could deploy a strategy that adjusts the gain of h in order to use the
weak h , as well. However, this gain adjustment requires inter relay coopera-
tion. If the maximum allowed power consumption per sensor is some value � ,
then (32) further ahead could be used to find what value to use for 
 . It will
follow from (32) that 
 varies as N � , so that the more sensors we have the
larger 
 should be.

capacity of the channel by a factor of two. According to (5), the
received signal at the destination node is given by

(34)

and the capacity of the resulting source-destination links is (as-
suming is Gaussian) [28]

(b/Hz/s) (35)

where is due to transmitting only at half of the times and
the expectation is over the distribution of . Now, using (12)
and (34):

(36)

and

(37)

Substituting into (35) gives

(38)

Assuming again , (38) is approxi-
mated by

(39)

This result shows that when the target SNR of is small, the
capacity of the relay link converges to the capacity of a SISO
channel between the source sensor and the destination sensor,
i.e.,

SNR small (40)

On the other hand, when the target SNR is large, the dominant
noise term will be the relay noise, , and the asymptotic ca-
pacity will be

large (41)

which is similar to the capacity scaling law for amplify-forward
relay schemes [4], [7]. In order to compare the capacity results
for the case of small target SNR with the capacity that would
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result from the conventional scheme (15), let us define the power
efficiency of a relay network as the ratio between the capacity
and the average power spent at the relay nodes. Using (40) and
(33), the power efficiency for a large number of relay nodes can
be written as

while for the conventional relay scheme (15), the capacity scales
by [4], [7] and the power scales as , so that the
power efficiency scales as , which decreases as

increases.

VII. PAIRWISE ERROR PROBABILITY

In order to examine the diversity order of the relay scheme,
we proceed to evaluate its bit-error-rate (BER) performance. An
upper bound on the BER can be obtained by using the union
bound over the pairwise error probabilities [29]:

(42)

where denotes the probability that a transmitted
symbol is mistaken for a different symbol , is the number
of elements in the codebook, denotes the number of
bits that are different in and , and is the number of in-
formation bits per transmission. In the above BER expression,
we are assuming equal probable symbols so that denotes
the probability of each pair of symbols. Assuming Gaussian dis-
tribution for in (34), the pairwise probability of error,

, can be written in terms of the Euclidean distance between
the transmitted symbols and as

(43)

using and from (37) and (36), respectively, and where

(44)

and is defined via

(45)

Thus

(46)

Averaging over channel realizations gives

(47)

Assuming again ,

(48)

We consider two cases:
• small so that

(49)

and then

SNR (50)

where we used (8). It follows that increasing the number of
relay nodes does not improve diversity in this case (small
target SNR). This is because increasing the number of relay
nodes compensates for the effect of the relay noise, .
But since the target SNR is not large, the effect of still
remains.

• large so that

(51)

and then

(52)

Now recall that the Chernoff bound for a Gaussian random
variable [29] is

(53)

Using this bound gives

(54)

But since has a chi-square distribution with
degrees of freedom [27], the above expectation can be written
as

(55)
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where the pdf of the random variable is given by

and denotes the Gamma function. It follows that:

SNR (56)

where SNR denotes the received SNR. It fol-
lows that in the case of large , the proposed relay scheme guar-
antees a diversity order .

VIII. CHANNEL UNCERTAINTIES

Each relay sensor needs to know its local channels to the
source and destination to form the relay factor given by (14).
Due to channel estimation errors, the estimated channels at the
relay nodes are not accurate. In order to compensate for the ex-
pected degradation in performance, we shall modify the design
of the relay matrix . Let and denote the available esti-
mates of and , respectively, i.e.,

(57)

The elements of and will be assumed to be complex
independent identically distributed (i.i.d.) zero-mean Gaussian
random variables with variances and , respectively. The
received signal at the destination sensor will then be given by

(58)

Using the same approach we used for the case of perfect channel
information, we want to choose in order to minimize

(59)

Since each relay sensor only has access to its received signal, we
are interested in a local relaying strategy and we again choose

to be a diagonal matrix. Let the vector
denote the diagonal elements of . Note that for an
diagonal matrix and an vector we have

where is an vector that consists of the diagonal el-
ements of and is an diagonal matrix whose di-
agonal entries are . Then, neglecting second-order noise terms

(60)

so that setting

(61)

gives

(62)

with the corresponding relay matrix given by

(63)

It can be verified that (63) reduces to (14) in the case of no
channel uncertainty.

A. Equalization

In order to remove the effect of the receiving noise and
recover , we use the same approach we used before and choose
a scalar so as to minimize

where now

(64)

Expanding the above cost function gives
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and the optimal is given by (65), shown at the bottom of the
page. It can again be verified that (65) reduces to (20) in the
case of no channel uncertainty.

IX. POWER CONSTRAINED RELAY NETWORK

In the previous mmse relay scheme defined by (7), we did
not impose any constraint on the power usage of the individual
relay nodes or the entire network. Still, we showed that the
power usage decreases as we increase the number of relay
nodes. Now, we consider two additional relay strategies that
incorporate power constraint.

A. Local Power Constraints

We first consider the case where the power of each relay node
is limited to . We again assume a diagonal relay matrix with
diagonal elements . Since the power usages within the relay
network are fixed, we design the relay factors in order to achieve
the maximum possible target SNR. So, the power constrained
relay matrix can be found by solving

(66)

where the power of the received signal at the destination can be
written as

(67)

and

(68)

Expanding (67) and using the fact that is diagonal
leads to

Using Lagrange multipliers allows us to consider instead

(69)

where the second expression is due to the power constraints
for each relay node. Maximizing (69) over and for

gives

(70)

The first expression in (70) gives

(71)

In order to find , we first assume that and are real and
later show that the resulting expressions make this assumption
feasible. Substituting (71) into the second expression in (70), we
find that one solution for is

(72)
Substituting (71) and (72) into the definition of gives

(73)

where it can be seen that the obtained is real. Now, in order to
find the relay factors, we substitute (72) and (73) into (71) to get

(74)

When constant for all , this result coincides with
the conventional relay factor from (15). In the prior works in the
literature, this amplify-forward scheme is motivated by the de-
sire to normalize the power at the relay nodes and to compensate
for the phase effect of the forward and backward channels by
matching the received signal to and , re-
spectively. Our argument has now shown that this scheme solves
a constrained mmse estimation problem.

B. Global Power Constraint

In the second scenario, we assume that the total power usage
by the network is limited to some value , and the relay nodes
are allowed to allocate the available power in order to achieve
the mmse estimation of the transmitted signal at the destination
node. We again assume a diagonal relay matrix with diag-
onal elements . Again, we design the relay factors in order to

(65)
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achieve the maximum possible target SNR given the constrained
power. So, the power constrained relay matrix can be found by
solving

(75)

where, as before, the power of the received signal at the desti-
nation can be written as

(76)

and the total power constraint amounts to

(77)

Expanding (76) gives again (69) and using a Lagrange multiplier
we can write Lagrangian optimization as

(78)

The optimization problem (78) can be solved numerically. How-
ever, in order to find a closed form solution for the relay factors,
we shall assume high SNR. Then maximizing (78) over and

for gives

(79)

Using the first expression in (79) we have

(80)

where we have assumed that and are real, we will obtain a
solution that satisfies this condition. Substituting (80) into the
second expression in (79) gives

(81)

In order to find a closed form solution for , we assume low
noise relay nodes so that

(82)

Using (82) and (81) we have

(83)

Substituting (83) into (80), the relay factor can be approximated
as

(84)

In order to check how the approximation in (82) affects the
power constraint, we can calculate the total power usage using
the relay factors in (84)

Total power usage

(85)

and it follows that total average constraint is satisfied. It can
be seen that the total power is allocated between different
nodes in proportion to the product magnitude of the forward
and backward channels. As a result, the stronger the forward
and backward channels, the more power will be allocated for
the relay node.

X. SIMULATION RESULTS

The performance of the proposed schemes are investigated
for a relay network with one source and one destination. We
assume that all relay sensors are essentially at the same distance
from the source and destination sensors. Using this assumption,
the channels from the source sensor to the relay sensors have the
same second moment statistics as the channels from the relay
sensors to the destination sensor, i.e., .
Moreover, we use zero-mean unit variance complex Gaussian
channel models for and , and the transmitted signal from
the source sensor is assumed to be QPSK with unit power. Since
we minimize the mse, the BER is a good criterion to evaluate the
performance of the proposed schemes.

First, we consider two different scenarios to compare BER
performances that show the effect of different target SNR, and
different number of relay sensors. In the first scenario, we as-
sume that all sensors have the same noise variances and the
target SNR, or is not large. The second scenario assumes larger
target SNR, which results in more diversity as the number of
the relay nodes increases. Fig. 3 shows the BER performance
of the first scheme (14) when all sensors have the same noise
power . The SNR in this figure refers to the ratio
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Fig. 3. BER performance of the mmse scheme (14) when the sensors are as-
sumed to have similar noise power and the relay sensors are placed such that
they have the same distance from the source and destination sensors and � = 1.

Fig. 4. BER performance of the mmse relay scheme (14) when the relay sen-
sors are assumed to have more noise power than the destination sensor so the
target SNR is large. The relay sensors are placed such that they have the same
distance from the source and destination sensors.

with . The performance is
seen to improve as the number of relay sensors grows for the
same target SNR. But since the target SNR is not large, in-
creasing the number of relay nodes only compensates for the
effect of relay node noises. Fig. 4 shows the BER performance
of the same scheme (14) when the target SNR is large (20 dB)
and the SNR in this figure stands for the receiving SNR at the
relay node. Figs. 3 and 4 illustrate the derived analytical expres-
sions in (50) and (56), respectively. As a result, for less power
consumption, we could achieve better BER performance when
more relay nodes are used. Fig. 5 shows the mse performance
of the proposed scheme in (14). In this simulation, we have
chosen the same parameters as Fig. 3. It can be seen that, as

Fig. 5. mse performance of the relay scheme (14) when the relay sensors are as-
sumed to have the same noise power as the destination sensor. The relay sensors
are placed such that they have the same distance from the source and destination
sensors.

Fig. 6. BER performance of the relay scheme (14) versus the BER performance
of a relay network that rebroadcasts the received signals without any modifica-
tion.

the number of relay nodes increases, the mse performance im-
proves for the same target SNR or value. Fig. 6 shows how
the relay network performs if the relay nodes rebroadcast the re-
ceived signals without any modification. In this case, increasing
the number of relay nodes and increasing the SNR do not im-
prove the BER performance. Fig. 7 shows the power usage per
sensor and the total power usage by the relay network versus the
number of relay sensor nodes for scheme (14). It can be seen that
the power usage per sensor and the total power both drop as we
increase the number of relay nodes, and that the power usage
per sensor decreases faster than the total power. We also sim-
ulate the case when there is uncertainty in the channels. Fig. 8
illustrates the performance of the relay network when we use
the modified relay scheme from (62). The channel uncertainty
is modelled as white Gaussian noise added to the channel values.
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Fig. 7. The power usage per relay sensor node and the total power usage for all
relay sensors versus number of relay nodes using the mmse relay scheme (14).

Fig. 8. BER comparison when the channel uncertainty compensation scheme
(62) is used versus the mmse relay scheme (14) assuming 10 log� =� =

10 log� =� = �10 dB uncertainty.

The variance of the errors for the backward and forward chan-
nels are chosen as .
Fig. 9 compares the BER performance of the conventional am-
plify-forward scheme (15) versus the relay scheme in (14) when
both schemes are forced to use almost the same average power
per node by adjusting the threshold in (32). It can be seen that
the scheme in (14) outperforms the conventional relay scheme
since it assigns different power allocation for different relay
nodes. Fig. 10 compares the BER performance of the power con-
strained amplify-forward scheme (74) when power is allocated
uniformly and when it is optimized and allocated globally (84).
It can be observed that global power allocation performs better
than uniform power allocation.

XI. CONCLUSION

In this paper, we proposed and analyzed two-hop multisensor
relaying strategies that increase the transmit range. In the pro-
posed distributed schemes, the relay sensors do not need to share

Fig. 9. BER performance of the proposed mmse relay scheme (14) versus the
BER performance of conventional amplify-forward relay scheme (15) when
both schemes are forced to use almost the same average power per node by
adjusting the threshold 
 in (32).

Fig. 10. BER performance of the proposed power constrained mmse scheme
(74) versus the BER performance of a relay network that uses the global power
constraint mmse solution (84).

information about the received signals. An optimal mse design
is pursued and the performance is shown to improve as the
number of relay sensors increases. Both the power consumption
and the link capacity are evaluated. The effect of channel uncer-
tainty is also discussed and addressed, along with the require-
ment of limited power consumption by the individual nodes and
by the network as a whole. We have proposed three general relay
methods:

1) MSE strategy with no power constraints: In this method,
relays can have different power usage in order to achieve
the desired QoS at the destination node. This method brings
two advantages:

a. Guarantees a certain QoS when QoS has the highest
priority, e.g., in emergency applications.



KHAJEHNOURI AND SAYED: DISTRIBUTED MMSE RELAY STRATEGIES 3347

b. Since the power is adjusted in order to achieve a cer-
tain QoS, then it will avoid spending more than nec-
essary amount of power in applications with low QoS
requirements.

2) Relay schemes with local power constraints: This method
is useful when the power budget of each relay is fixed and
we want to get the best possible SNR or best possible QoS
at the destination by spending this power budget. The so-
lution structure turns out to be similar to (15).

3) Relay schemes with global power constraints: This method
is useful when we are given a global power budget and we
can allocate different power shares to different relays as
long as their total power usage does not aexceed the global
power constraint.

A relay strategy for Alamouti space–time-coded networks ap-
pears in [32].

APPENDIX

Assuming i.i.d. Gaussian complex entries , then
has a chi-square distribution with degrees of freedom [27].
Using the probability density function of a chi-square random
variable we have

where

and denotes the Gamma function. Assume
. Then2

(86)

where we assumed . Then

(87)

In a similar manner

(88)

2In order to evaluate the expectation, we use t e dt =
(�(n+ 1)=a ), where �(n+ 1) = n! when n is an integer.
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