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Abstract—We consider a wireless network with distributed processing capabilities for estimation or detection applications. Due to limited communication resources, the network selects only a subset of sensor measurements for estimation or detection as long as the resulting fidelity is tolerable. We present a distributed sampling scheme based on the concept of innovations diffusion to select the sensor nodes. In the proposed scheme, sensor selection is accomplished through local communication and signal processing. In order to conserve energy and prolong system lifetime, the proposed algorithm selects a nearly minimum number of active sensors to ensure a desired fidelity for each working period. Extensive simulations illustrate the effectiveness of the proposed sampling scheme.
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I. INTRODUCTION

A large class of wireless sensor networks (WSNs) is concerned with estimating or detecting an underlying physical phenomenon over time and space in a noisy environment. The network consolidates data collected by sensor nodes in order to reconstruct the state of nature such as estimating or detecting a field variable given the sensor observations. Such sensor networks are typically designed for applications including environmental monitoring, military surveillance, and space exploration [2]. Two key issues in these settings are the fidelity at which the field variable can be estimated or detected and the cost of operating the sensor network.

Because wireless sensor devices are usually battery-powered and battery replacement is difficult, energy efficiency becomes important for sensor networks and has a direct influence on the system lifetime. For sensor networks with dense deployment, it is necessary to select a group of sensors that are more informative for data fusion purposes and to set other nodes inactive (or sleeping) to save energy. While there might not always exist a direct relation between energy efficiency and the number of active sensors, reducing the number of active sensors generally leads to less energy consumption [3]. In addition, energy efficiency is related to distributed processing through local communication and computation. The goal of this paper is to propose a methodology to select a nearly minimum number of sensor nodes for distributed inference applications with some desired fidelity.

A. Parameter Estimation

Consider a network of $N$ sensor nodes estimating an unknown deterministic parameter $\theta \in \mathbb{R}^m$. For sensor $i$, which has a vector of $n_i$ measurements, its observation is assumed to be distorted by a matrix $H_i \in \mathbb{R}^{n_i \times m}$ and corrupted by additive noise, i.e.

$$y_i = H_i \theta + v_i,$$

Equation (1) can be written compactly as

$$y = H \theta + v$$

where $y = \text{col} \{y_1, \ldots, y_N\}$, $H = \text{col} \{H_1, \ldots, H_N\}$, and $v = \text{col} \{v_1, \ldots, v_N\}$. The measurement noise $v$ is zero mean and has covariance matrix $C = E(vv^T)$. Linear models of the form (1) are adopted in many sensing applications due to their mathematical tractability.

The objective is to estimate the parameter $\theta$ in (2) from a subset of the measurements $\{y_i\}_{i=1}^N$. At the beginning of each estimation period, the network selects a subset of the sensor measurements, indexed by $A_n = \{i_1, i_2, \ldots, i_{n_n}\}$, for estimation as long as some desired estimation fidelity can be guaranteed. We use the notation $H_{A_n} = \text{col} \{H_{i_1}, H_{i_2}, \ldots, H_{i_{n_n}}\}$ and $y_{A_n} = \text{col} \{y_{i_1}, y_{i_2}, \ldots, y_{i_{n_n}}\}$ to denote the corresponding data matrices and observation vectors, respectively. Let $C_{A_n}$ be the partial matrix selected from $C$ with rows and columns corresponding to $\{i_1, i_2, \ldots, i_{n_n}\}$. With the data model in (1), the linear minimum-variance-unbiased-estimator (m.v.u.e.) [4] of $\theta$ using the observations in $y_{A_n}$ is given by

$$\hat{\theta}(y_{A_n}) = (H_{A_n}^T C_{A_n}^{-1} H_{A_n})^{-1} H_{A_n}^T C_{A_n}^{-1} y_{A_n}$$

and the resulting minimum mean-square error (MMSE) is

$$D(y_{A_n}) = E\left(\left[\theta - \hat{\theta}(y_{A_n})\right]\left[\theta - \hat{\theta}(y_{A_n})\right]^T\right)$$

$$= (H_{A_n}^T C_{A_n}^{-1} H_{A_n})^{-1}$$

where it is assumed that all inverses exist, whenever necessary. It is desired that the MMSE of the estimator be less than or equal...
to some desired distortion $D_0$. In other words, we would like to select the sensors \( \{i_1, \ldots, i_n\} \) to meet the following accuracy requirement

\[
D_{\mathcal{A}_n} = \text{Tr} [\mathbf{D}(\mathbf{y}_{\mathcal{A}_n})] \leq D_0.
\]

(5)

We shall proceed in Section III to develop a method to select the subset $\mathbf{y}_{\mathcal{A}_n}$ of the sensors to estimate the unknown parameter $\mathbf{\theta}$ according to (5) in a distributed way. The method will require each sensor to locally compute the m.v.u.e. of $\mathbf{\theta}$ under a certain distortion constraint by communicating only with its nearby nodes. The spatial sampling problem is also relevant in the context of signal detection, as we now explain.

B. Signal Detection

To detect a signal of interest, we consider a simple binary hypothesis test of the form

\[
H_0 : \mathbf{y} = \mathbf{v} (\mathbf{\theta} = 0)
\]

\[
H_1 : \mathbf{y} = \mathbf{H} \mathbf{\theta} + \mathbf{v} (\mathbf{\theta} \neq 0)
\]

(6)

where $\mathbf{y} = \text{col} \{\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_N\}$ are the sensor observations, $\mathbf{v} = \text{col} \{\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_N\}$ are the observation noises, and $\mathbf{H} = \text{col} \{\mathbf{H}_1, \mathbf{H}_2, \ldots, \mathbf{H}_N\}$ are the distortion matrices. It is assumed that the noise is Gaussian distributed with zero mean and covariance matrix $\mathbf{C} = \mathbb{E} (\mathbf{vv}^T)$. Then, the probability density functions of $\mathbf{y}$ under different hypotheses are expressed as

\[
f (\mathbf{y}|H_0) = \frac{1}{\sqrt{(2\pi)^N \det \mathbf{C}}} \exp \left( -\frac{1}{2} \mathbf{y}^T \mathbf{C}^{-1} \mathbf{y} \right)
\]

(7)

and [see (8) at the bottom of the page], where $\mathbf{s} = \mathbf{H} \mathbf{\theta}$. The optimal detector derived from the Neyman-Pearson formulation checks the log-likelihood ratio test [5]:

\[
L(\mathbf{y}) \triangleq \log \frac{f(\mathbf{y}|H_1)}{f(\mathbf{y}|H_0)} \overset{H_1}{\gtrsim} \overset{H_0}{\gamma}
\]

(9)

where $\gamma$ is the test threshold. It can be verified that the log-likelihood ratio can be expressed as

\[
L(\mathbf{y}) = \mathbf{s}^T \mathbf{C}^{-1} \mathbf{y} - \frac{1}{2} \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}
\]

(10)

and that $L(\mathbf{y})$ is also Gaussian distributed under different hypotheses, namely

\[
H_0 : L(\mathbf{y}) \sim \mathcal{N} \left( -\frac{1}{2} \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}, \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s} \right)
\]

(11)

\[
H_1 : L(\mathbf{y}) \sim \mathcal{N} \left( \frac{1}{2} \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}, \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s} \right).
\]

(12)

Consequently, the probabilities of false alarm and detection have the following forms:

\[
P_{FA} = \Pr \{ L(\mathbf{y}) \geq \gamma | H_0 \} = Q \left( \frac{\gamma + \frac{1}{2} \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}}{\sqrt{\mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}}} \right)
\]

(13)

and

\[
P_D = \Pr \{ L(\mathbf{y}) \geq \gamma | H_1 \} = Q \left( \frac{\gamma - \frac{1}{2} \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}}{\sqrt{\mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}}} \right).
\]

(14)

To evaluate the detection performance, we adopt the deflection coefficient [5], which is defined as

\[
d^2(\mathbf{y}) = \frac{[\mathbb{E} (L(\mathbf{y}|H_1)) - \mathbb{E} (L(\mathbf{y}|H_0))]^2}{\text{Var} [L(\mathbf{y}|H_0)]}
\]

\[= \mathbf{s}^T \mathbf{C}^{-1} \mathbf{s} + \mathbf{\theta}^T \mathbf{H}^T \mathbf{C}^{-1} \mathbf{H} \mathbf{\theta}
\]

(15)

where $\text{Var}(\cdot)$ means the variance. The deflection coefficient provides a good measure for the detection performance when the observations are Gaussian distributed; the detection performance improves as the value of the deflection coefficient increases. This is illustrated by representing the probability of detection in terms of any given probability of false alarm as

\[
P_D = Q \left[ Q^{-1} (P_{FA}) - \sqrt{\mathbf{s}^T \mathbf{C}^{-1} \mathbf{s}} \right]
\]

\[= Q \left[ Q^{-1} (P_{FA}) - d^2 \right].
\]

(16)

Given a fixed probability of false alarm, if the deflection coefficient is greater than a certain constraint, i.e., $d^2 > d_0^2$, then we have

\[P_D(d^2) > P_D(d_0^2).
\]

(17)

Our second objective in this paper is to select a subset of the observations $\mathcal{A}_n$ such that the resulting deflection coefficient is larger than or equal to $d_0^2$. In other words, the detector should guarantee at least a certain probability of detection $P_D(d_0^2)$ for a given probability of false alarm. The target deflection coefficient $d_0^2$ is determined by the application requirement.

C. Overview and Main Results

Distributed algorithms are attractive in large-scale networks where a centralized solution is infeasible, nonscalable, or too costly. A number of distributed solutions have been proposed for detection, estimation, and inference purposes [6]–[12]. In these solutions, each node does not require access to global information and can deliver performance by communicating solely with nearby nodes. The major advantage of distributed algorithms is
that they save the significant cost of transmitting all data to a fusion center and each sensor can operate as a data sink to achieve robustness.

Motivated by these observations, we develop in this paper a distributed sensor selection strategy. We consider a wireless sensor network with many redundant nodes, each of which can observe a physical phenomenon in the field. For each work period, the network selects a subset of sensor measurements, $A_0$, to achieve a desired fidelity. We refer to the procedure of selecting these sensor measurements as sensor sampling. Intuitively, if the noise level is low, a small number of sensors is sufficient to achieve the desired fidelity; however, if the noise condition is severe, more sensors should be activated for accurate inference. We develop a sampling scheme that exploits what we call innovations diffusion. Innovation refers to the new information that a sensor measurement contributes to the reduction of the inference error relative to prior measurements, and diffusion refers to the process by which the innovation is communicated across the network. The proposed sampling procedure will be accomplished in a distributed manner whereby each active sensor will locally compute a m.v.u.e. $\hat{\theta}$ or detector based on local measurements, and the algorithm will activate a nearly minimum number of sensors to ensure a desired fidelity (e.g., $D_0$ or $d^2_0$) for each work period.

D. Related Work and Comparisons

The problem of sensor selection has been investigated for various purposes in the literature. Reference [13] proposed an information driven sensor query (IDSQ) algorithm for tracking applications, where only a single sensor (leader) is active at a given time. After obtaining a measurement, the leader passes its measurement to the most informative sensor in the network, which will become the next leader. This work was extended in [14] by selecting the sensor measurement with the maximum mutual information. Reference [15] used a local greedy strategy to select the next most informative sensor node to reduce information entropy for target location with the assumption that the probability distribution of target location estimation is known a priori. The work in [16] addressed the sensor selection problem for the bounded uncertainty sensing model in order to minimize the error in estimating the target position. While these works focus on sensor selection for target tracking applications, this paper distinguishes itself from these works by using innovation, a new information measure, to activate a subset of sensors for estimation or detection applications.

There are several works addressing energy efficiency for sensor selection in sensor networks. In [3], a sensor selection algorithm was proposed to reconstruct the data image of a spatially bandlimited physical phenomenon based on blue noise masking. In such an application, spatial resolution can be traded for energy efficiency by reducing the number of sensors used to observe the area. Reference [17] proposed an adaptive sensor control scheme to minimize the number of active sensors assuming that all sensors are identical and the quality-of-service (QoS) can be expressed as a function of the sensor number. In [18], an innovations-based scheme was proposed to select sensor measurements to estimate an unknown parameter under a desired distortion constraint. In [19], a power scheduling scheme was proposed to minimize the total transmit power while satisfying a given estimation requirement. The result implied that sensors with bad channels and bad observation qualities should be turned off in order to conserve energy. While these prior works considered a centralized network in which there is a fusion center responsible for the network management and global computation, a new class of distributed processing structures and protocols would be desirable to decentralize these sensor selection schemes. These works suggest that reducing the number of active sensors would lead to energy efficiency. Sharing this idea with previous works, our proposed algorithm presents a completely distributed sampling scheme, through which innovations can propagate effectively across the network for estimation or detection purposes.

The paper is organized as follows. Section II describes the system model for innovations diffusion sampling in sensor networks. The proposed sampling scheme for estimation and detection is presented in Section III. Section IV provides performance analysis for the innovations diffusion sampling algorithm and Section V discusses some important issues of its practical implementation. Simulation results illustrating the effectiveness of the proposed algorithm are given in Section VI. Section VII concludes the paper.

II. SYSTEM MODEL

Consider a wireless network with $N$ sensor nodes spatially distributed in the field. The network wishes to select a subset of sensor measurements to estimate an unknown parameter or detect a known deterministic signal in a distributed manner by relying on local computations and inter-sensor communications.

A. Network Graph

The sensor network is represented as an undirected graph $G(V, \mathcal{E})$, where $V = \{1, 2, \ldots, N\}$ denotes the set of vertices (sensor nodes) and $\mathcal{E} \subseteq \{(i, j) \mid i, j \in V\}$ is the edge set. A graph is connected if there exists a path in $\mathcal{E}$ for any two vertices $i$ and $j$. In this paper, we assume that each sensor transmits at a constant power level $P$ and the receiver has an ambient noise power level $N_0$. Let $X(i)$ represent the position of sensor $i$. Then, the transmission from sensor $i$ is successfully received by sensor $j$ if

$$P \geq N_0 d_{ij}^2 \beta$$

(18)

where $d_{ij} = \|X(i) - X(j)\|$ is the distance between sensors $i$ and $j$, and $\alpha(2 < \alpha < 6)$ is the associated pathloss coefficient. Equation (18) models a situation where a minimum signal-to-noise ratio (SNR) is necessary for successful receptions and the signal power decays with distance $r$ according to the rule $1/r^\alpha$. Thus, the receiver should be within a distance of

$$r_\beta = \sqrt{\frac{P}{N_0 \beta}}$$

(19)

from the transmitter in order for a reliable wireless link to be ensured. In this way, the edge set is defined by

$$\mathcal{E} = \{(i, j) \mid d_{ij} \leq r_\beta\}$$

(20)
and the neighbor set of sensor $i$ is defined as

$$N(i) \triangleq \{ j \mid (i,j) \in E \} \tag{21}$$

so that sensors $i$ and $j$ are termed neighbors if their distance is less than or equal to $r_B$. As illustrated in Fig. 1, sensors within the connectivity radius $r_B$ are directly connected and are neighbors of each other.

For any sampling decision $A_n = \{ i_1, i_2, \ldots, i_n \}$, the active and inactive neighbors of sensor $i_k (i_k \in A_n)$ are given by

$$N_A(i_k) = N(i_k) \cap A_n \tag{22}$$

and

$$N_A(i_k) = N(i_k) \setminus A_n. \tag{23}$$

The local knowledge of each sensor $i$ contains not only its own distortion matrix $H_i$ and noise covariance $\mathbf{E}_V \mathbf{x}_i \mathbf{x}_i^T$, but also its neighbors’ distortion matrices, noise covariances, and correlations. Let $\mathcal{N}(i) = \{ N(i), i \}$. Then, each sensor $i$ is assumed to have access to the information $\{ H_{N'(i)}, C_{N'(i)} \}$ at the stage of deployment.

### B. Spatial Correlation Models

The computation of the linear m.v.u.e. of $\theta$ as in (3) and the optimal detector from the noisy measurements as in (9), can be facilitated if the network has a priori knowledge of the covariance structure $C$. In practice, the matrix $C$ can be estimated from repeated measurements at all sensors. Nevertheless, this approach is not efficient if the number of sensors $N$ is large. Therefore, a model that characterizes the correlation between sensors will be useful. In this paper, we consider three different correlation models as follows.

1) **Uncorrelated Noise (UN):** The measurement noise at each sensor is uncorrelated with other sensors. If the noises are Gaussian, then they are independent with each other as well.

2) **Near Correlation (NC):** In this model, each sensor is only correlated with its neighboring nodes and is independent of other sensors beyond the distance $r_B$, i.e., $C_{ij} = 0$ if $j \notin N(i)$. This is motivated by the fact that the correlation decays with the distance between sensors and approaches zero if the corresponding sensors are far apart.

3) **Far Correlation (FC):** The measurement noise at each sensor is not only correlated with its own neighbors, but also with other sensors far away. The correlation is assumed to be a decreasing function of the Euclidean distance between the corresponding nodes $[20]$, [21], i.e.

$$C_{ij} = F(C_{ii}, C_{jj}, d_{ij}) \tag{24}$$

where $F : \mathbb{R}^{n_1 \times n_1} \times \mathbb{R}^{n_2 \times n_2} \times \mathbb{R} \mapsto \mathbb{R}^{n_1 \times n_2}$.

These correlation models will be used to test our distributed sampling algorithms.

### III. INNOVATIONS DIFFUSION SAMPLING

In this section, we present a distributed sampling scheme for estimation and detection under a certain distortion constraint. Starting with an initial sensor, the set of active sensors collaboratively activates one sleeping sensor at each time. The procedure continues until the set of active sensors achieves the desired estimation or detection fidelity. Although there is no direct relation between the system lifetime and the number of active sensors, reducing the number of active sensors generally leads to energy efficiency. In general, finding the exact minimum number of measurements to achieve a desired fidelity belongs to a class of combinatorial optimization problems and is typically NP-hard. Thus, the proposed approach will pursue a greedy heuristic that provides useful suboptimal approximations with polynomial complexity. Assuming that each inactive sensor can listen to the control channel for the awakening message, at each time the sampling algorithm should select the most informative sensor with respect to the previous selected ones in order for the fidelity to be satisfied with a nearly minimum number of active sensors. The resulting procedure will exhibit good performance at reasonable cost and will be tractable for both analysis and implementation.

#### A. Uncorrelated Noise

Consider a selected group of sensor observations $\mathbf{y}_{A_n}$, where $A_n = \{ i_1, i_2, \ldots, i_n \}$. If the noises are spatially uncorrelated, i.e., $C_{ii} = 0$ for $k \neq l$, then (4) becomes

$$D^{-1}(\mathbf{y}_{A_n}) = \sum_{k=1}^{n} H_{ik} C^{-1}_{ik} H_{ik} \tag{25}$$

and, from (15), the deflection coefficient is

$$d^2(\mathbf{y}_{A_n}) = \theta^T \left( \sum_{k=1}^{n} H_{ik} C^{-1}_{ik} H_{ik} \right) \theta. \tag{26}$$

These expressions decouple the contribution of each sensor to the total inference fidelity (MMSE or the deflection coefficient). Each term $H_{ik} C^{-1}_{ik} H_{ik}$ has the essential properties of an information measure in that it is

1) nonnegative definite,
2) and additive for independent observations.

Intuitively, the more information sensor $i_k$ has (i.e., the larger $H_{ik} C^{-1}_{ik} H_{ik}$ is), the smaller the MMSE and the larger the
deflection coefficient. This suggests that at each time the network should choose the most informative sensor in order to maximally reduce the MMSE or increase the deflection coefficient. Specifically, assume that the nodes $A_{n-1}$ have been selected. Then, at time $t_n$ we would choose from the coverage of $A_{n-1}$ a sensor $i_n$ whose information measure $H_{i_n}^T C_{i_n}^{-1} H_{i_n}$ is the largest. In this way, the resulting inference fidelity will be the best compared with other possible choices.

### B. Correlated Noise

However, the noises are generally spatially correlated in practice. In this case, the contributions of the individual sensors are coupled with each other in the MMSE expression $D(A_n)$ in (4) and in the deflection coefficient (15). In other words, it is not sufficient to examine the term $H_{i_n}^T C_{i_n}^{-1} H_{i_n}$ and seek the one with the largest value as in the case of uncorrelated noise. We thus need to develop a procedure to find the most informative sensor with respect to the previous selected ones. To achieve this goal, we start by whitening the observation data subject to the order dictated by the choice of sensors, and then obtain a set of transformed measurements with uncorrelated noises.

Suppose that we have already selected $n-1$ sensors, i.e., $A_{n-1} = \{ i_1, i_2, \ldots, i_{n-1} \}$. For every possible $i_n \notin A_{n-1}$, we define its innovation [4], [23] as

$$ e_{i_n} \triangleq y_{i_n} - \hat{y}_{i_n | A_{n-1}} $$

(27)

where $\hat{y}_{i_n | A_{n-1}}$ denotes the linear least-mean-squares estimator (l.l.m.s.e. or projection) of $y_{i_n}$ given the previously selected measurements $\{ y_{i_1}, y_{i_2}, \ldots, y_{i_{n-1}} \}$. It is straightforward to see that

$$ \hat{y}_{i_n | A_{n-1}} = H_{i_n} \theta + \hat{v}_{i_n | A_{n-1}} $$

(28)

where $\hat{v}_{i_n | A_{n-1}}$ represents the projection of $v_{i_n}$ onto the same linear space $\mathcal{L}\{ y_{i_1}, y_{i_2}, \ldots, y_{i_{n-1}} \}$. The quantity $e_{i_n}$ in (27) possesses the new information contained in sensor $i_n$ and not in any of the previously selected measurements. Note now that $\hat{v}_{i_n | A_{n-1}}$ is given by [4]:

$$ \hat{v}_{i_n | A_{n-1}} = B_{i_n | A_{n-1}} C_{A_{n-1}}^{-1} v_{A_{n-1}} $$

(29)

where

$$ B_{i_n | A_{n-1}} = \begin{pmatrix} C_{i_n,i_1} & C_{i_n,i_2} & \cdots & C_{i_n,i_{n-1}} \end{pmatrix}. $$

(30)

Combining (1), (27), (28), and (29) gives

$$ e_{i_n} = v_{i_n} - \hat{v}_{i_n | A_{n-1}} $$

$$ = ( -B_{i_n | A_{n-1}} C_{A_{n-1}}^{-1} I ) \left( \begin{array}{l} v_{A_{n-1}} \\ v_{i_n} \end{array} \right). $$

(31)

It can be verified that $e_{i_n} \perp v_j$ for any $j \in A_{n-1}$, that is, $E(e_{i_n} v_j^T) = 0$. Fig. 2 illustrates a geometric interpretation of the projection relationship between $e_{i_n}$, $\hat{v}_{i_n | A_{n-1}}$, and $v_{i_n}$.

$$ P_{i_n | A_{n-1}} \triangleq \left( -B_{i_n | A_{n-1}} C_{A_{n-1}}^{-1} I \right). $$

(32)

**Lemma 1 (Innovations):** Given a sampling decision $A_n$, the corresponding innovation process $\{ e_{i_k} \}_{k=1}^n$ has the important property

$$ E(e_{i_k} e_{i_l}^T) = \begin{cases} 0 & i_k \neq i_l \\ Q_{i_k} & \text{otherwise} \end{cases} $$

(33)

where $Q_{i_k}$ is the covariance matrix of $e_{i_k}$ and is given by

$$ Q_{i_k} = C_{i_k,i_k} - B_{i_k | A_{k-1}} C_{A_{k-1}}^{-1} B_{i_k | A_{k-1}}^T. $$

(34)

**Proof:** Refer to Appendix I.

We now introduce a transformed form of $y_{i_n}$ with respect to $\{ y_{i_1}, y_{i_2}, \ldots, y_{i_{n-1}} \}$ as follows:

$$ z_{i_n} \triangleq P_{i_n | A_{n-1}} \left( \begin{array}{c} y_{A_{n-1}} \\ y_{i_n} \end{array} \right) $$

(35)

which can be written as

$$ z_{i_n} = G_{i_n | A_{n-1}} \theta + e_{i_n} $$

(36)

where

$$ G_{i_n | A_{n-1}} \triangleq P_{i_n | A_{n-1}} \left( \begin{array}{c} H_{A_{n-1}} \\ H_{i_n} \end{array} \right). $$

(37)

Note in particular that for all $i_k \in A_{n-1}$, it holds that $E \left( (z_{i_k} - E z_{i_k})^T (y_{i_k} - E y_{i_k}) \right) = 0$. That is,

$$ z_{i_k} \perp \mathcal{L}\{ y_{i_1}, y_{i_2}, \ldots, y_{i_{n-1}} \}. $$

(38)

Moreover, the main fact to note is that now the linear m.v. e.u. of $\theta$ given $\{ z_{i_1}, z_{i_2}, \ldots, z_{i_n} \}$ coincides with the m.v.e. of $\theta$ using $\{ y_{i_1}, y_{i_2}, \ldots, y_{i_n} \}$. This result is stated as follows.

**Theorem 1 (Equivalent Estimation):** Consider the linear model in (1). For a given set of sensor measurements $\{ y_{i_1}, y_{i_2}, \ldots, y_{i_n} \}$, the minimum-variance-unbiased linear estimator of $\theta$ is equivalent to the estimator obtained by using the transformed measurements $\{ z_{i_1}, z_{i_2}, \ldots, z_{i_n} \}$, i.e.

$$ \hat{\theta}(y_{A_n}) = \hat{\theta}(z_{A_n}) $$

$$ = \left( \sum_{k=1}^n G_{i_k | A_{k-1}} Q_{i_k}^{-1} G_{i_k | A_{k-1}} \right)^{-1} \times \sum_{k=1}^n G_{i_k | A_{k-1}} Q_{i_k}^{-1} z_{i_k}. $$

(39)
Moreover, the resulting MMSEs are identical, i.e.,
\[
D(\mathbf{y}_{A_n}) = \left( H_T^T C^{-1} A_n H_A \right)^{-1} = \left( \sum_{k=1}^{n} G_{i_k | A_{n-1}} Q_{i_k}^{-1} G_{i_k | A_{n-1}} \right)^{-1}.
\]  
(40)

Proof: See Appendix II.

The key advantage of working with the transformed quantities \( \{z_{ik}\}_{k=1}^{n} \) over the original measurements \( \{y_{ik}\}_{k=1}^{n} \) is that the noises \( \{e_{ik}\}_{k=1}^{n} \) in the model (36) are now uncorrelated and the contributions of the individual sensors to the MMSE can be decoupled, as was the case with uncorrelated noise in Section III-A. We can also obtain a similar result for the optimal detector, as stated in the following theorem.

**Theorem 2 (Equivalent Detection):** Consider the binary hypothesis test in (6). For a given set of sensor measurements \( \{y_{i_1}, y_{i_2}, \ldots, y_{i_n}\} \), the optimal detector is equivalent to the detector obtained by using the transformed measurements \( \{z_{i_1}, z_{i_2}, \ldots, z_{i_n}\} \), i.e.,
\[
I(\mathbf{y}_{A_n}) = I(\mathbf{z}_{A_n}) = 2\theta^T G_{i_n | A_{n-1}} Q_{i_n}^{-1} z_{i_n} - \theta^T G_{i_n | A_{n-1}} Q_{i_n}^{-1} G_{A_n} \theta.
\]  
(41)

Moreover, the resulting deflection coefficients are identical, i.e.,
\[
d^2(\mathbf{y}_{A_n}) = d^2(\mathbf{z}_{A_n}).
\]  
(42)

Proof: See Appendix III.

C. **Iterative Diffusion Sampling**

Diffusion is the means by which innovations become available by communications throughout the current active sensors. The sampling algorithm assumes an active node at the beginning, i.e., \( A_1 = \{i_1\} \), which serves as the seed to activate other sensors. Sensor \( i_1 \) chooses within its inactive neighbors a sensor and then activates it. At the \( n \)th step, the current set of active sensors \( A_{n-1} = \{i_1, i_2, \ldots, i_{n-1}\} \) makes a connected network and collaboratively activates one sleeping sensor that is within the coverage of \( A_{n-1} \). To meet the fidelity requirement with a nearly minimum number of measurements, the sampling algorithm should choose the sensor that is most informative with respect to the previous sensors \( A_{n-1} \). Before we proceed to describe the algorithm, we need to define a utility function that measures the innovation of the sensor measurement.

1) **Estimation:** Motivated by (40), we define a utility matrix as
\[
U_{i_n | A_{n-1}} \triangleq G_{i_n | A_{n-1}} Q_{i_n}^{-1} G_{i_n | A_{n-1}}
\]  
(43)

which has the essential properties of an information measure. Recall that the set of sensor observations \( A_{n-1} \) has an MMSE
\[
D(\mathbf{y}_{A_{n-1}}) = \text{Tr} \left[ D(\mathbf{y}_{A_{n-1}}) - (D^{-1}(\mathbf{y}_{A_{n-1}}) + U_{i_n | A_{n-1}})^{-1} \right].
\]  
(44)

Then, we can define a utility function as the difference between \( D(\mathbf{y}_{A_{n-1}}) \) and \( D(\mathbf{y}_{A_{n}}) \), i.e., [see (45) at the bottom of the page], where the last equality follows from the matrix inversion lemma. Although the definition of the utility function is not unique, it can be seen that \( u(i_n | A_{n-1}) \) in (45) indicates a good measure of the new information provided by sensor \( i_n \).

2) **Detection:** For detection of a deterministic parameter \( \theta \), we define the utility function as
\[
u(i_n | A_{n-1}) \triangleq \theta^T G_{i_n | A_{n-1}} Q_{i_n}^{-1} G_{i_n | A_{n-1}} \theta
\]  
(46)

to (26).

The basic strategy of diffusion sampling is to successively choose one sensor with maximum utility from among the sleeping nodes within the coverage of \( A_{n-1} \), i.e.,
\[
i_n = \arg \max_{j \in \bigcup_{h=1}^{n} \mathcal{N}_j(i_h)} u(j | A_{n-1})
\]  
(47)

by local computation and message exchange between neighboring sensors. The procedure continues until the desired fidelity (\( D_0 \) or \( d_0^2 \)) is achieved. The details of the sampling algorithm are presented in Algorithm 1.

**Algorithm 1 Innovations Diffusion Sampling**

0: Start with \( n = 1 \) and \( A_1 = \{i_1\} \).
1: while \( D_{A_{n-1}} > D_0 \) or \( d^2(\mathbf{y}_{A_{n-1}}) < d_0^2 \) do
2: For each \( i_k \in A_{n-1} \), find \( i_k^{\text{max}} = \arg \max_{j \in \mathcal{N}_j(i_k)} u(j | A_{n-1}) \)
3: repeat
4: Each active node \( i_k \) sends a message \( M_{i_k} \) including the index \( i_k^{\text{max}} \) and the associated utility \( u(i_k^{\text{max}} | A_{n-1}) \) to its active neighbors \( \mathcal{N}_A(i_k) \).
5: Upon receiving the messages from neighboring nodes, each sensor \( i_k \) in \( A_{n-1} \) updates \( i_k^{\text{max}} = \arg \max_{j \in \mathcal{N}_A(i_k)} u(j | A_{n-1}) \) and stores the associated utility.

\[ u(i_k | A_{n-1}) \triangleq D_{A_{n-1}} - D_{i_k} \]
\[ = \text{Tr} \left[ D(\mathbf{y}_{A_{n-1}}) - (D^{-1}(\mathbf{y}_{A_{n-1}}) + U_{i_n | A_{n-1}})^{-1} \right].
\]  
(45)

\[ u(i_k | A_{n-1}) \triangleq D_{A_{n-1}} - D_{i_k} \]
\[ = \text{Tr} \left[ D(\mathbf{y}_{A_{n-1}}) - (D^{-1}(\mathbf{y}_{A_{n-1}}) + U_{i_n | A_{n-1}})^{-1} \right].
\]  
(45)
6: until all the active sensors reach consensus.
7: Let $i_n = \hat{i}_n^\text{max}_k$.
8: Sensor $i_n$ is activated by its closest active neighbor and inherits the necessary information related to $A_{n-1}$.
9: Each active sensor adds $i_n$ into the set of active sensors, i.e., $A_n = \{\hat{i}_1, \hat{i}_2, \ldots, \hat{i}_n\}$ and $n = n + 1$.
10: end while

D. Recursive Algorithm

When the number of active nodes $n$ increases, the computational complexity of inverting the correlation matrix $C_{A_n}$ in (32) can become prohibitively high, e.g., $\mathcal{O}(m^3)$, where $m = \sum_{i=1}^{n} n_i$. Nevertheless, the computational complexity can be reduced by relating $C_{A_n}$ to $C_{A_{n-1}}$.

The correlation of the nodes $A_n$ can be recursively represented as follows:

$$C_{A_n} = \begin{pmatrix} C_{A_{n-1}} & B^T_{i_n|A_{n-1}} \\ B_{i_n|A_{n-1}} & C_{i_n|A_{n-1}} \end{pmatrix}. \quad (48)$$

Then

$$C^{-1}_{A_n} = \left( C^{-1}_{A_{n-1}} 0 \right) \left[ -C^{-1}_{A_{n-1}} B^T_{i_n|A_{n-1}} \right] \times Q^{-1}_{i_n} \left( -B_{i_n|A_{n-1}} C^{-1}_{A_{n-1}} \right) \quad (49)$$

where $Q_{i_n} = C_{i_n|A_{n-1}} - B_{i_n|A_{n-1}} C^{-1}_{A_{n-1}} B^T_{i_n|A_{n-1}}$ is a small $n_i \times n_{i-1}$ matrix and its inversion is generally straightforward. With this recursion, the computational complexity of matrix inversion can be reduced by exploiting the previous result, and each sensor is able to efficiently compute the estimator or detector and the associated inference error.

E. Diffusion Protocol

The communication protocols for innovation diffusion can be implemented in a couple of ways.

1) Global Knowledge: Assume that each node has full knowledge of the distortion matrices $\{H_k\}$ and the noise covariance matrices $\{C_k\}$ of its neighbors. Then each active sensor can locally compute (1) without communicating with other sensors. The messages exchanged between sensors only need to contain the index and the associated utility function, i.e.,

$$M_k = \{\hat{i}_k^\text{max}, u(\hat{i}_k^\text{max}|A_{n-1})\}. \quad (50)$$

2) Local Knowledge: In the case where each sensor has only local knowledge about its neighbors, the diffusion sampling algorithm can be implemented by adding necessary information into the messages that are exchanged among active nodes. For example, the message sent by sensor $i_k$ in line 4 could contain the distortion matrix and noise covariance of sensor $i_k^\text{max}$ in addition to $\{\hat{i}_k^\text{max}, u(\hat{i}_k^\text{max}|A_{n-1})\}$, i.e.,

$$M_k = \{\hat{i}_k^\text{max}, u(\hat{i}_k^\text{max}|A_{n-1}), H_k^\text{max}, C_k^\text{max}\}. \quad (51)$$

When sensor $i_k^\text{max}$ is activated in line 8, it inherits the information of $\{H_k^\text{max}, C_k^\text{max}\}$ from its closest active neighbor and locally constructs its own $\{H_k, C_k\}$.

To avoid transmitting redundant information, in line 4 each active sensor sends the message $M_k$ to its neighbors only if the message content has been updated; otherwise, it turns off radio to save energy. That is, the innovations computation of a candidate node is performed locally by its neighbors and there is no need to transmit its distortion and correlation matrices. Only when a new node is activated, its distortion and correlation information will be shared by the set of active nodes.

3) Location-Aware Diffusion: As the noise correlation between sensors can be modeled as a function of their locations (or distances) as in (24), the correlation information is not transmitted in the message exchanged among nodes, i.e.,

$$M_k = \{\hat{i}_k^\text{max}, u(\hat{i}_k^\text{max}|A_{n-1}), H_k^\text{max}, C_k^\text{max}\}. \quad (52)$$

For the UN and NC models, constructing $C_{A_n}$ is straightforward. If sensor noises are characterized by the FC model, then each active sensor can locally construct $C_{A_n}$ using (24).

Within the set of active nodes, each examines its neighbors and finds the best local candidate. The computation of innovations is only performed locally without invoking any message exchange. Each node then exchanges the information of its candidate such that the most informative node can be identified in a distributed way. Meanwhile, each sensor does not have to transmit the information of its candidate every time unless its candidate has been updated by its active neighboring nodes. This simple mechanism can avoid unnecessary transmission and save a significant amount of energy. Since only the information of the newly selected node is shared among the current set of active nodes, the diffusion procedure does not cause much overhead.

Since the number of active nodes is finite, consensus can be reached in line 6 within a finite number of iterations. Then, each sensor can locally construct the matrices $H_k$, and $C_{A_n}$, which will be used for activating the next sensor if $D_{A_n} > D_k$ or $d^2_\text{f}(y_{A_n}) < d^2_\text{f}_k$. After the sampling stage is completed, $H_k$ and $C_{A_n}$ are used for data fusion. In brief, the algorithm successively adds the sensor that has the maximum utility into the set of selected sensors until the desired inference fidelity is satisfied. This scheme ensures that the set of selected nodes make a connected graph at any time and the number of active sensors is no more than necessary.

IV. ENERGY PERFORMANCE ANALYSIS

It is useful to analyze the proposed innovations diffusion algorithm from a probabilistic perspective. Recall that the innovations diffusion algorithm, starting with an initial node, repeatedly activates one node at a time until a certain inference fidelity is satisfied. As such, the number of active sensors is a random number that determines the amount of energy consumed for computation and communication. That is, the less active sensors we have, the more energy will be saved. We estimate the expected number of active sensors in the sequel.

For simplicity, we consider the scalar observation $y'_t = H'_t \theta + \nu_t$, $\nu_t \sim N(0, \sigma^2)$, where $y'_t$, $H'_t$, and $\nu_t$ are scalars. The innovation utility derived from (43) is a scalar with the form

$$U_{i_n|A_{n-1}} \triangleq C^T_{i_n|A_{n-1}} Q^{-1}_{i_n|A_{n-1}} C_{i_n|A_{n-1}} \quad (53)$$
where $G_{i|n} = A_{i|n-1}^{-1}$ and $Q_{i|n} = A_{i|n-1}^{-1}$. Thus, the inverse of the MMSE can be expressed as

$$D_{A_n}^{-1} = \sum_{k=1}^{n} U_{i_k} A_{i_{k-1}}^{-1}. \quad (54)$$

The algorithm will stop if, and only if, $D_{A_{N_a}}^{-1} \geq D_0^{-1}$, where $N_a$ is the stopping rule for a set of random variables $\{U_{i_k} A_{i_{k-1}}^{-1} ; n \geq 1\}$. Thus, we can define an indicator function of the event $\{N_a \geq k\}$ as

$$I_k = \begin{cases} 1, & N_a \geq k \\ 0, & N_a < k \end{cases}. \quad (55)$$

Considering that the sensors are randomly deployed in a network with a large number of sensors, we can model innovation diffusion as a renewal process for which the $\{U_{i_k} A_{i_{k-1}}^{-1} ; n \geq 1\}$ are independent identically distributed (i.i.d.) random variables. Let $\mu_a = \mathbb{E}[U_{i_k} A_{i_{k-1}}^{-1}]$. From Wald’s equality [24]

$$\mathbb{E}[D_{A_{N_a}}^{-1}] = \mathbb{E}\left[\sum_{k=1}^{\infty} U_{i_k} A_{i_{k-1}}^{-1} I_k\right] = \mu_a \sum_{k=1}^{\infty} \mathbb{E}(I_k) = \mu_a \mathbb{E}(N_a) = \mu_a \hat{N}_a$$

where $\hat{N}_a = \mathbb{E}(N_a)$. Consequently, the expected number of active sensors can be estimated as

$$\bar{N}_a = \left[\frac{1}{\mu_a D_0}\right] \quad (56)$$

where $[x]$ denotes the smallest integer greater than or equal to $x$.

We can now approximate the energy consumption of the distributed algorithm. Suppose that each node spends an amount of energy $E_{\text{comm}}$ on message passing and $E_{\text{comp}}$ on computation at each time. Specifically, $E_{\text{comm}}$ is proportional to the power function of the radio range, i.e., $E_{\text{comm}}(r_\beta) \sim r_\beta^3$, and $E_{\text{comp}}$ is proportional to the expected number of neighbors $|N|$ of a single node, i.e., $E_{\text{comp}}(|N|) \sim |N|$. In the worst case where the topology of the active nodes is a straight line, the amount of energy needed to accomplish the sampling requirement can be estimated as $^2$

$$E_{\text{total}}(N_a) = E_{\text{comm}}(r_\beta) \left(\sum_{k=1}^{N_a-1} k(k-1)\right) + E_{\text{comp}}(|N|) \left(\sum_{k=1}^{N_a-1} k\right) = E_{\text{comm}}(r_\beta) N_a(N_a - 1)(N_a - 2) + E_{\text{comp}}(|N|) \frac{N_a^2 - N_a}{2} = O(N_a^2).$$

$^2$The notation $y = O(g(N))$ denotes that there exits a constant $\kappa$ such that $\lim_{N \to \infty} y/N \leq \kappa$.

Namely, the expected energy consumption is of the order of $N_a^3$. The analysis suggests that by choosing the most informative sensors and reducing the number of active sensors, the innovations diffusion algorithm can save a significant amount of energy that might be unnecessarily used otherwise.

V. IMPLEMENTATION ISSUES

In this section, we address some practical implementation issues of the proposed sampling algorithm and compare it with some related work in the literature.

A. Continuous Sampling

The network operation is divided into periods. As shown in Fig. 3, each work period begins with a sampling stage when a group of sensors is activated using the sampling algorithm. Following the sampling stage is the work stage, during which the active sensors are used to jointly estimate the unknown parameter $\theta$ or detect the signal of interest and will be powered off at the end of the work period. Without loss of generality, the duration of the work stage is assumed to be much longer than that of the sampling stage such that the sampling cost accounts for only a small fraction of sensor energy. For example, the sampling stage can be completed in a few seconds or minutes while the work stage will last up to hours or days.

The sampling algorithm supports the continuous operation mode. In this mode, given a seed node at the beginning of each work period, the network selects a subset of sensors for estimation or detection. At the end of the work period, these active sensors $A_{n}$ collaboratively find a sensor within their neighborhood $\bigcup_{i \in A_n} N_\ell(i)$, as the seed node for the next sampling stage according to a certain criterion. The active sensors activate the new seed node and turn themselves off afterwards. Then, a new work period starts and a new group of sensors will be activated using the same mechanism. The procedure repeats as the sensor network operates.

There are many options to choose the seed node according to different application requirements. For example, the network would like to avoid the hot spot problem (i.e., some sensors are more active than others and thus they would die at an early stage) and maintain its connectivity as long as possible. A simple strategy would be to choose the sensor with the maximum leftover energy so that the energy load can be evenly distributed over all the sensors in the network. For a system that wishes to use a smaller number of sensors for estimation or detection during some period, it may want to start with a sensor with better observation.
quality. These options would provide system designers with a deal of flexibility for practical network deployment.

B. Asynchronous Implementation

The proposed sampling algorithm can be implemented in an asynchronous manner such that the synchronization penalty can be substantially reduced [25]. During the sampling stage, each active node can compute the innovations of its neighbors independently, and the computations can vary widely in time with an attendant effect on the final computed results. In the work stage, the active sensors can also compute the estimator or detector independently and asynchronously with whatever data they have and they do not have to wait for all the measurements to become available if the requirement on the resulting fidelity is not stringent. With asynchronous implementation, the networked sensors neither need any global clock to time the operations, nor have to wait for predetermined data to become available.

C. Scalability and Robustness

Network expansion, shrinkage or sensor replacement cause no disturbance in the proposed distributed scheme. In practice, it is quite possible that some sensors will fail or be blocked due to lack of energy, physical damage, or environmental interference. Thus, the network may shrink due to sensor failure, or may expand with newly deployed sensors. By updating the data of the neighbors, the newly arriving sensors can be transparently incorporated into the network and the failed sensors can be easily replaced. The network scalability is related to the convergence rate of consensus. For example, if the sensor network adapts CSMA/CD in the medium access control (MAC) layer, then the collision probability will increase as the number of active sensors grows, thus taking more time for the algorithm to reach consensus.

VI. NUMERICAL STUDIES

This section presents numerical results that illustrate the effectiveness of the proposed sampling scheme. We are particularly interested in the inference error and the operational system lifetime of the network.

A. Simulation Setup

We randomly generate $N$ sensor nodes in the unit square $[0,1]$ by $[0,1]$. Consider a simple linear model $y_i = \theta + v_i$, $i = 1, 2, \ldots, N$, where $\theta$ as a scalar. The noise covariance matrix $C$ is randomly generated according to the spatial correlation model

$$C_{ij} = \begin{cases} \sigma^2 & i = j \\ \sigma^2 \exp\left(-\eta d^2_{ij}\right) & i \neq j \end{cases}$$

(57)

where $\sigma^2$, $i = 1, 2, \ldots, N$, are randomly generated with a uniform distribution in $(0,1]$. The correlation is characterized as a decreasing function of the distance between the corresponding nodes. $\eta > 0$ is a parameter that measures the degree of correlation between nodes. If $\eta$ is small, the correlation is high; otherwise, the correlation is weak.

B. Inference Error Analysis

1) Estimation: The fidelity of computing the estimator $\hat{\theta}$ is influenced by the choice of the correlation model. Suppose that $C_{A_n}$ is the actual noise covariance matrix and $\hat{C}_{A_n}$ is the estimated noise covariance matrix used to compute the estimator. Then, the estimator based on measurements $y_{A_n}$ using $\hat{C}_{A_n}$ is given by

$$\hat{\theta}_n = \left(\hat{H}_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1} \hat{H}_{A_n}^T \hat{C}_{A_n}^{-1} y_{A_n} = \theta + \left(H_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1} H_{A_n}^T \hat{C}_{A_n}^{-1} v_{A_n}$$

(58)

and the corresponding MSE is

$$D_n = E\left[\left(\theta - \theta_n\right)^T \left(\theta - \theta_n\right)\right]$$

$$= E\left[\left(\hat{H}_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1} H_{A_n}^T \hat{C}_{A_n}^{-1} v_{A_n} v_{A_n}^T H_{A_n} \left(\hat{H}_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1}\right]$$

$$= \left(\hat{H}_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1} \left(H_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1} \left(\hat{H}_{A_n}^T \hat{C}_{A_n}^{-1} H_{A_n}\right)^{-1}$$

(59)

The MSE of the FC model is actually the MMSE of the m.v.u.e. Fig. 4 shows how the MSEs of the UN and NC models differ from the MMSE of the m.v.u.e. with respect to the number of sensors under various degrees of correlation.
that the cost caused by sampling does not result in significant overhead. During the sampling stage starting with a seed node that has maximum leftover energy, a group of sensors are activated for inference (estimation or detection) later in the work stage, and then are powered off at the end of the period. When the next period starts, a new group of sensors will be activated and the procedure repeats until the sensors deplete their energy. We neglect the energy consumed by sensors during the inactive duration, assuming the amount of energy required for listening to the awakening signal is much less than the amount required for computation and communication. It is assumed that each sensor has an omnidirectional radio antenna at its transmitter, with which the sensor can transmit a common message to its neighbors simultaneously with a single broadcast. In the sequel, we will compare the energy efficiency performance of the proposed innovations diffusion (ID) algorithm with that of a randomized selection (RS) scheme, which randomly adds a new sensor from the neighboring nodes without using innovations.

1) Constant Transmit Power: In this scenario, the transmitter at each sensor has a constant transmit power level $P(r_{\beta})$ for a given radio range $r_{\beta}$. We assume that during the sampling stage the computational energy of (1) expended by sensor $i$ is $E_{i}^{\text{comp}} = K_1$ and the internode communication energy expended by sensor $i$ in each iteration is proportional to

$$E_{i}^{\text{comm}}(r_{\beta}) = \frac{K_2 P(r_{\beta})}{\log_2 (1 + \beta)}$$

(61)

where $P(r_{\beta}) = r_{\beta}^{\eta} N_0 \beta$, $K_1$ and $K_2$ are certain constants. During the work stage, the total energy expended by sensor $i$ is assumed to be

$$E_{i}^{\text{work}}(r_{\beta}) = \frac{K_3 P(r_{\beta})}{\log_2 (1 + \beta)}$$

(62)

In our simulations, we set $E_{i}^{\text{comp}} = 0.00001$, $E_{i}^{\text{comm}}(0.12) = 0.0001$, $E_{i}^{\text{work}}(0.12) = 0.01$, and $\alpha = 3.5$.

Fig. 7 illustrates the operational lifetime of an estimation network with different radio ranges against the MSE constraint $D_0$. As seen from the plots, the network lifetime increases when the fidelity constraint is more relaxed. The reason behind this is that

![Fig. 5. The probabilities of missed detection ($P_{MD} = 1 - P_{D}$) of UN, NC, and FC models for a given probability of false alarm $P_{FA} = 0.1$ ($r_{\beta} = 0.15$). For the scenarios of strong, medium, and weak correlation, we let $\eta = 5, 10$, and 50, respectively. The plots are results averaged over 2000 simulations.](image-url)

![Fig. 6. The connected network of $N = 200$ randomly distributed sensors with different radio ranges. (a) $r_{\beta} = 0$. (b) $r_{\beta} = 0.12$. (c) $r_{\beta} = 0.15$. (d) $r_{\beta} = 0.18$.](image-url)
during each work period, a slack fidelity requirement requires only a small number of sensors while a stringent fidelity constraint needs a larger number of active sensors. The number of sensors activated during each work period has a direct influence on the network lifetime. It can be observed that the innovations diffusion algorithm has the network last longer than does the randomized selection method.

The radio ranges of the sensors are also of importance for the operational lifetime. Provided that the sensor positions are fixed, the number of neighboring nodes of each sensor is determined by the radio range \( r_j \). If a sensor has a larger radio range, i.e., the transmitter has a larger transmit power, then it can communicate with more neighboring sensors. Consequently, a large radio range will be able to keep good connectivity when some sensor nodes run out of energy. However, a larger radio range requires a larger transmit power level at the transmitter, which may drain out the energy or sensors more quickly. Given a constant transmit power level \( P(r_j) \) at each sensor, Fig. 7 depicts the system operational lifetimes with respect to different radio ranges. It can be observed that the sensors run out of energy more quickly with a larger radio range. Fig. 8 shows the operational lifetime of a detection network with different radio ranges against the constraint on the missed detection probabilities. It has observations similar to Fig. 7.

2) Adaptive Transmit Power: We consider that each sensor can adjust its transmit power such that the desired SNR \( \beta \) at the receiver can be achieved with a minimum transmit power level at the transmitter. Thus, the transmit power of active sensor \( i \) depends on the distance from its current active neighbors, i.e.

\[
P_i = \max_{j \in N_A(i)} d_{ij}^2 N_0 \beta,
\]

In the simulation setup, the amounts of energy expended during the sampling and work stages are respectively given by (61) and (62) as well, except that the transmit power now uses (63). Specifically, we set \( E_t^{\text{ vamp}} = 0.00001 \), \( E_t^{\text{ cont}} = 0.0001 \times P_t / P(0.12) \), \( E_t^{\text{ work}} = 0.01 \times P_t / P(0.12) \), and \( \alpha = 3.5 \).
When choosing the radio range, there is a tradeoff between energy expenditure and maintaining the network connectivity. Using large radio ranges will draw off the energy quickly. On the other hand, larger radio ranges may keep the network connected and may activate a more informative sensor with larger probability at each iteration, and the number of active sensors required to satisfy the desired fidelity may be reduced resulting in a longer operational lifetime. The estimation and detection simulation results are presented in Figs. 9 and 10, respectively, with different radio constraints (i.e., \( r_{\text{max}} = 0.12, 0.15, \) and 0.18). For the innovations diffusion algorithm with adaptive transmit power, a medium radio range (e.g., \( r_{\text{max}} = 0.15 \)) has the best performance in terms of the system lifetime.

Compared to the constant transmit power, the innovation diffusion algorithm equipped with adaptive transmit power can achieve a significant improvement in the system lifetime because the desired SNR at the receiver can be obtained with a minimum transmit power level and the sensor energy can be more efficiently used. On the other hand, the randomized selection scheme does not show significant performance gain in the transmit power adaptation when compared with the fixed transmit power scheme.

**VII. CONCLUSION**

This paper has proposed a distributed sampling scheme based on innovations diffusion for estimation or detection in sensor networks. It has been shown that the proposed distributed sampling algorithm requires at most a total amount of energy \( O(N^2) \) to accomplish the sampling task. Consequently, it suggests that selecting the most informative sensor measurements for inference will reduce the number of active sensors and lead to energy efficiency. One main advantage of the proposed scheme is that it can be implemented efficiently in an asynchronous and scalable way. The performance of the spatial sampling scheme has been evaluated and illustrated through numerical simulations.

**APPENDIX I**

**PROOF OF LEMMA 1**

Proof: For \( i_k \neq i_l \), we assume \( i_k < i_l \). According to (31), we have \( e_{i_k} \in L\{y_{i_1}, \ldots, y_{i_{k-1}} \} \) and \( e_{i_l} \perp L\{y_{i_1}, \ldots, y_{i_{l-1}} \} \). Since \( L\{y_{i_1}, \ldots, y_{i_{l-1}} \} \subseteq L\{y_{i_1}, \ldots, y_{i_{l-1}} \} \), it follows that \( e_{i_l} \perp e_{i_k} \). For \( i_k = i_l \), it can be shown that \( E(e_{i_k}^2) = Q_{i_k} \) by substituting (31) and (32) into (33), i.e.,

\[
\begin{align*}
Q_{i_k} &= \begin{pmatrix}
-B_{i_k|A_{k-1}} C_{A_{k-1}}^{-1} & 1 \\
C_{A_{k-1}} & B_{i_k|A_{k-1}}
\end{pmatrix} \times
\begin{pmatrix}
-B_{i_k|A_{k-1}} & C_{A_{k-1}}^{-1} & 1 \\
C_{A_{k-1}} & B_{i_k|A_{k-1}} & C_{A_{k-1}}^{-1}
\end{pmatrix} \\
&= C_{i_k|i_k} - B_{i_k|A_{k-1}} C_{A_{k-1}} B_{i_k|A_{k-1}},
\end{align*}
\]

This completes the proof.

**APPENDIX II**

**PROOF OF THEOREM 1**

Proof: Assume that we have a set of selected sensors \( A_n \).

For all \( i_k \in A_n \), the projection matrices \( P_{i_k|A_{k-1}} \) defined in (32) can be combined into a block lower triangular matrix as shown in

\[
P_{A_n} = \begin{pmatrix}
I & 0 & 0 \\
-B_{i_k|A_{k-1}} C_{A_{k-1}}^{-1} & I & 0 \\
0 & -B_{i_k|A_{k-1}} C_{A_{k-1}}^{-1} & I
\end{pmatrix}
\]

Similarly, we can combine the transformed measurements \( z_{i_k} \) in (36) and the matrices \( G_{i_k|A_{k-1}} \) in (37), respectively, in compact forms as

\[
z_{A_n} = \text{col}(z_{i_1}, z_{i_2}, \ldots, z_{i_n}) = P_{A_n} Y_{A_n}
\]

and

\[
G_{A_n} = \text{col}(G_{i_1|A_0}, G_{i_2|A_1}, \ldots, G_{i_n|A_{n-1}}) = P_{A_n} H_{A_n}.
\]

According to Lemma 1, the covariance matrix of the vector \( \text{col}(e_{i_1}, e_{i_2}, \ldots, e_{i_n}) \) is the block diagonal matrix

\[
Q_{A_n} = \begin{pmatrix}
Q_{i_1} & 0 & \\
0 & Q_{i_2} & \\
& & \ddots & \\
& & & Q_{i_n}
\end{pmatrix}
\]

Now the MMSE using \( z_{A_n} \) is given by

\[
D_{A_n} = \left( \sum_{k=1}^{n} G_{i_k|A_{k-1}} Q_{i_k}^{-1} G_{i_k|A_{k-1}} \right)^{-1}
\]

\[
= \left( G_{A_n}^T Q_{A_n}^{-1} G_{A_n} \right)^{-1}
\]

\[
= \left( H_{A_n}^T C_{A_n}^{-1} H_{A_n} \right)^{-1}
\]

It follows that both \( z_{A_n} \) and \( Y_{A_n} \) result in the same MMSE. Moreover, the linear m.v.u.e. using \( z_{A_n} \) can be written as

\[
\hat{\theta}(z_{A_n}) = \left( \sum_{k=1}^{n} G_{i_k|A_{k-1}} Q_{i_k}^{-1} G_{i_k|A_{k-1}} \right)^{-1} \sum_{k=1}^{n} G_{i_k|A_{k-1}} Q_{i_k}^{-1} z_{i_k}
\]

\[
= (H_{A_n}^T C_{A_n}^{-1} H_{A_n})^{-1} G_{A_n} Q_{A_n}^{-1} z_{A_n}
\]

\[
= (H_{A_n}^T C_{A_n}^{-1} H_{A_n})^{-1} H_{A_n}^T C_{A_n}^{-1} P_{A_n}^T e_{A_n}
\]

Thus, the result is established.
APPENDIX III
PROOF OF THEOREM 2

Proof: According to (10), the log-likelihood function from the original observations \( \mathbf{y}_{\mathcal{A}_u} \) is given by

\[
L(\mathbf{y}_{\mathcal{A}_u}) = 2\mathbf{s}_{\mathcal{A}_u}^T \mathbf{C}^{-1}_{\mathcal{A}_u} \mathbf{y}_{\mathcal{A}_u} - s_{\mathcal{A}_u}^T \mathbf{C}^{-1}_{\mathcal{A}_u} \mathbf{s}_{\mathcal{A}_u} - 2\mathbf{H}_{\mathcal{A}_u}^T \mathbf{C}^{-1}_{\mathcal{A}_u} \mathbf{y}_{\mathcal{A}_u} - \mathbf{H}_{\mathcal{A}_u}^T \mathbf{C}^{-1}_{\mathcal{A}_u} \mathbf{H}_{\mathcal{A}_u} \mathbf{\theta},
\]

From (66) and (67), \( L(\mathbf{y}_{\mathcal{A}_n}) \) can be written as

\[
L(\mathbf{y}_{\mathcal{A}_n}) = 2\mathbf{s}_{\mathcal{A}_n}^T \mathbf{C}^{-1}_{\mathcal{A}_n} \mathbf{y}_{\mathcal{A}_n} - s_{\mathcal{A}_n}^T \mathbf{C}^{-1}_{\mathcal{A}_n} \mathbf{s}_{\mathcal{A}_n} - 2\mathbf{H}_{\mathcal{A}_n}^T \mathbf{C}^{-1}_{\mathcal{A}_n} \mathbf{y}_{\mathcal{A}_n} - \mathbf{H}_{\mathcal{A}_n}^T \mathbf{C}^{-1}_{\mathcal{A}_n} \mathbf{H}_{\mathcal{A}_n} \mathbf{\theta}
\]

Consequently, \( \mathbf{y}_{\mathcal{A}_u} \) and \( \mathbf{y}_{\mathcal{A}_n} \) have the same deflection coefficients, i.e.

\[
d^2(\mathbf{y}_{\mathcal{A}_u}) = d^2(\mathbf{z}_{\mathcal{A}_u}) = \mathbf{\theta}^T \mathbf{G}_{\mathcal{A}_u}^{-1} \mathbf{Q}_{\mathcal{A}_u}^{-1} \mathbf{G}_{\mathcal{A}_u} \mathbf{\theta}
\]
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