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Abstract—The paper develops a dynamic antenna scheduling
strategy for downlink MIMO communications, where a subset
of the receive antennas at certain users is selectively disabled.
The proposed method improves the signal-to-leakage-plus-noise
(SLNR) ratio performance of the system and it relaxes the condi-
tion on the number of transmit-receive antennas in comparison
to traditional zero-forcing and time-scheduling strategies. The
largest value that the SLNR can achieve is shown to be equal to the
maximum eigenvalue of a certain random matrix combination,
and the probability distribution of this eigenvalue is characterized
in terms of a Whittaker function. The result shows that increasing
the number of antennas at some users can degrade the SLNR per-
formance at other users. This fact is used to propose an antenna
scheduling scheme that leads to improvement in terms of SINR
outage probabilities.

Index Terms—Antenna selection, beamforming, eigenvalue
distribution, leakage, multiple-input multiple-output (MIMO)
systems, multiuser communications.

I. INTRODUCTION

ULTIPLE-INPUT MULTIPLE-OUTPUT (MIMO)
Mschemes can provide a substantial gain in network
downlink throughput by allowing multiple users to commu-
nicate in the same frequency and time slots. The downlink
transmitter design problem has been studied under different
conditions. For instance, in [1] the problem was studied under
the condition of a single receive antenna per user. However,
the multiplicity of users and antennas causes cochannel in-
terference (CCI) among users. Several works in the literature
have proposed schemes for perfectly canceling the CCI for
each user. Some schemes have suggested iterative algorithms
to solve the multiuser optimization problem and cancel the CCI
[2], [3]. Other schemes have provided closed form solutions.
Most notable among these schemes are the so-called zero
forcing (ZF) solutions [4]-[7]. These ZF designs tend to ignore
the additive noise component at the receivers when designing
the beamforming vectors at the transmitter. Receivers using the
values of these beamforming vectors for decoding will suffer
from noise enhancement. In addition, ZF designs impose a re-
striction on the system configuration in terms of the number of
antennas. Roughly, ZF methods require the number of transmit
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antennas at the base station to be larger than the combined
sum of all receive antennas by all users. This condition is
necessary in order to provide enough degrees of freedom for
the zero-forcing solution to be able to force the CCI to zero
at each user. The condition can be impractical and one way to
alleviate it is to resort to time-scheduling [8]. In this scheme, a
subset of the users is allowed to communicate at each time slot
such that the total number of receive antennas for active users
at any time instant satisfies the required dimension condition
[9]. Such scheduling schemes basically shut down some of the
users in the network at any given time so that the remaining
users can establish a connection.

Several other antenna selection schemes have been previously
studied in the literature, but mainly for single-user MIMO com-
munications by using antenna selection criteria that range from
minimizing the symbol error rate, to maximizing the channel
capacity, or increasing the diversity gain [10]. Antenna selec-
tion has also been studied in MIMO systems employing or-
thogonal space time block coding (OSTBC) [11]-[13]. In this
paper, we propose an alternative criterion for active antenna se-
lection in multiuser (as opposed to single-user) MIMO systems.
Specifically, the contribution of the paper is twofold. Using the
concept of leakage introduced in [14], [15] (and reviewed in
Section II), we define a performance metric in terms of the
so-called signal-to-leakage-plus-noise (SLNR) ratio. The beam-
forming vectors at the transmitter are designed such that the
SLNR metric is maximized for each user. The solution is subop-
timal in terms of the output SINR metric but provides a closed
form expression for the beamforming vectors that are otherwise
solved for iteratively [3]. We show that the largest value that the
SLNR ratio can achieve is equal to the maximum eigenvalue of
a certain random matrix combination (which is defined in terms
of the channel matrices). We subsequently study the probability
density function of this maximum eigenvalue and characterize
it in terms of a so-called Whittaker function. The resulting anal-
ysis establishes that increasing the number of receive antennas
at some other users degrades the SLNR at the desired user. This
result is specific to the SLNR criterion. The result is exploited
to suggest a multiuser spatial multiplexing scheme that reduces
the number of active antennas for users not meeting an SINR
threshold for any antenna configuration and activates a subset of
the receive antennas for every user that meets the target SINR.

There are two main scenarios where the proposed selection
scheme can be useful. The first scenario is when a user is
above its SINR threshold and has a large number of antennas.
Decreasing the number of active receive antennas for this user
would still keep it above its SINR threshold and would help
the other users achieve their SINR threshold with a higher
probability. The other scenario is when a user is below its SINR
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Fig. 1. Block diagram of the multiuser beamforming system.

threshold and decreasing the number of its active antennas
would help other users achieve a higher SINR and possibly
meet their SINR threshold.

This paper is organized as follows. In Section II the system
model is introduced. Section III provides an analysis for the
probability density function of the SLNR as a function of system
parameters. The active antenna selection scheme is described in
Section I'V. Simulation results for different scenarios are shown
in Sections V and VI concludes the paper.

II. SYSTEM MODEL

Consider a downlink multiuser environment with a base sta-
tion communicating with K users. The base station employs NV
transmit antennas and each user could be equipped with multiple
antennas as well. Let M; denote the number of receive antennas
at the sth user. A block diagram of the system is shown in Fig. 1,
where s;(n) denotes the transmitted data intended for user 4 at
time n. The scalar data s;(n) is multiplied by an N X 1 beam-
forming vector w; before being transmitted over the channel. In
this way, the overall N x 1 transmitted vector at time n is given
by

x(n) = wisk(n)(N x 1). (1)

The data s;(n) and the beamforming coefficients w; are as-
sumed to be normalized as follows:

Elsk(m)? =1, |lwi]> =1

fork = {1,...,K}.

The N x 1 vector x(n) is then broadcast over the channel. As-
suming a narrow-band (single-path) channel, the received vector
of size M; X 1 at the sth user at time n is given by

K
yi(n) =H: Y wisk(n) + vi(n)(M; x 1) 2)
k=1

where the entries of the M; x N channel matrix H; are denoted
by

D B (L)

H, = (M; x N) 3)

5 (Mi1) B (M)
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with hgk’l) representing the channel coefficient from the /th an-
tenna at the base station to the kth receiver antenna at user <. The
elements of H; are complex Gaussian variables with zero-mean
and unit-variance. Furthermore, the additive noise v;(n) is spa-
tially and temporarily white with mean zero and variance

* 2

where Iy, is the M; x M; identity matrix. It is assumed that
each channel matrix H; is available at the base station and at
the corresponding user, but is not required to be known by the
other users. Dropping the time index n for notational simplicity
we rewrite (2) as

K
yi = HiWiSi + Z HiWkSk + V; (Mi X 1) (4)
k=1,k#i
where the second term is the CCI caused by the multiuser nature
of the system.
The signal-to-interference-plus-noise ratio (SINR) at the
input of the receiver is given by

|| wi |
e .
Mo} + Zk:l,k;ﬁi (|1 Hwe |2

SINR; = 5)

Using the SINR expression in (5) as an optimization criterion for
determining the beamforming vectors {w; } | generally results
in a challenging optimization problem with K coupled variables
{wi} [16], [17].

One way to avoid solving the coupled problem is to cancel
the CCI completely by using zero-forcing (ZF) schemes. For ex-
ample in [4] and [7], the criterion for choosing the beamforming
vectors w;, 7 = {1,..., K}, has been to enforce

H,w,=0 forallik={1,...,K},i#k. 6)

This ZF scheme requires the following condition on the number
of antennas

K
N > max Z My p . @)
' k=1,kzi

That is, the number of transmit antennas essentially needs to be
as large as the number of all receive antennas combined. Thus
the scheme (6) requires an increase in the number of base sta-
tion antennas as the number of users or the number of receive
antennas per user increase. Also, the ZF solution can lead to a
small signal-to-noise ratio since it ignores the noise power in
finding w;. For these reasons, we have formulated in [14] and
[15] an alternative criterion that relaxes the requirement (7) and
that takes the noise contribution into account when choosing w;.
The criterion is based on defining a so-called signal-to-leakage-
plus-noise ratio (SLNR). It leads to a closed form characteri-
zation of the optimal {w,} in terms of generalized eigenvalue
problems. Moreover, the scheme does not require the dimen-
sionality condition (7).
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Fig. 2. A block diagram depicting the leakage from user 1 on other users.

Considering (4), we note that the power of the desired signal
component for user i is given by || H;w; ||?. At the same time, the
power of the interference that is caused by user ¢ on the signal
received by some other user k is given by ||Hjw;||?. We, thus,
defined in [14] and [15] a quantity, called /leakage for user <,
as the total power leaked from this user to all other users—see
Fig. 2

K

> IHew|

k=1,ksi

For each user 4, we would like its signal power, ||H,;w;| 2 to be
large compared to the noise power at its receiver (i.e., M;0?).
We would also like ||H;w;||? to be large compared to the power
leaked from user 4 to all other users, i.e., Zle hoti IHw; 2.
These considerations motivated us to introduce a figure of merit
in terms of so-called signal-to-leakage-noise ratio (SLNR) de-
fined as [14], [15]

|| FL w |
- .
Mio? + 3 jt s | Hewi ]|

SLNR; = ®)

Thus note that in interference limited scenarios, the criterion re-
duces to maximizing the ratio || H,w;||?/ S g | HEw 2.
Maximizing this quantity for all users in the system simultane-
ously will improve the SIR for every user. On the other hand,
in noise limited scenarios, the optimization criterion reduces to
maximizing the SNR ||H,;w;||?/M;o?.

Using this concept of leakage, we have formulated in [14] the
following decoupled optimization problem:

H,w,;||? )

max L w | i (9

w; = arg
' wi Ot Mio? + Zf:l,k;éi [ H e w;||2

SLNR for user

subject to |[|w;||? = 1,7 = {1,..., K }. In this cost function, the
numerator measures the power of the signal intended for user ¢,
while the denominator measures the power that leaks from user
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1 to all other users in addition to the noise power at the receiver
of the ith user—see Fig 2.

The vector wy that solves (9) is not optimal relative to the
SINR criterion (5), which is the criterion that is ultimately
used to evaluate the system performance. As aforementioned,
optimizing (5) over w; is challenging and we are therefore
proposing the alternative SLNR criterion (9). While our solu-
tion is only optimal relative to the SLNR; it allows us to achieve
a closed-form solution with a good performance—see Fig. 8.

Problem (9) can be rewritten as

*TT*
o w H H,w;
w; = arg max

—— (10)
w; ECNx1 W:(Mlazz]: + H:HL)WL

subject to ||w;||> = 1where

K
H, = [H,H,_,H,,-Hg]" | > M;xN| (@11
j=1

i
is an extended channel matrix that excludes H; only. Here, [ - |7
denotes the transpose operation. To solve (9) we note that, in
view of the Rayleigh-Ritz quotient result [18], the optimum

. P
beamforming vector w{ is given by

w; x max .generalized eigenvector

x (H}‘Hi,MiafI—r Hfl) (12)

in terms of the eigenvector corresponding to the largest gener-
alized eigenvalue of the matrices H} H, and M;o;1+ H;H,.

Since (M;0?1 + H}H;) is invertible, the generalized eigen-
value problem (12) actually reduces to a standard eigenvalue
problem, namely

-1
w! x max eigenvector ((M,;U?I + HTH7) HfH,)
(13)

in terms of the eigenvector that corresponds to the maximum
eigenvalue of (M;0?1 + HiH;)"'H!H,, say Ayax. The pro-
portionality constant is chosen such that the norm of w{ is
scaled to ||w?||? = 1. Choosing w¢ according to (13) results
in a maximum SLNR given by

SLNR = Apax- (14)
Fig. 3 from [14] and [15] is a plot of the SINR outage
curves using three different schemes, namely, the proposed
SLNR-based scheme (13) (using the full number of receive
antennas), the zero-forcing (ZF) scheme (6) and a single-user
beamforming scheme which ignores the CCI when selecting
the beamforming vectors given by [19]

w; o max eigenvector(H;H,). (15)
These three schemes are compared to a hypothetical interfer-
ence-free scenario, which is added in the plot only for com-
parison purposes. In the interference-free scenario, the beam-
forming vectors {w;} are designed according to (15) and the
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Fig.3. SINR outage probability for one user comparing three different schemes
with the ideal interference-free case.

simulations assume no CCI at the receiver, i.e., it is a scenario
where we assume the K -user system is decoupled into K single-
user systems that do not interfere with each other. In the simu-
lations, a matched filter was used at the receiver for all of these
schemes. Using a matched filter at the receiver, the decoded
symbol §; at user ¢ is given by

(16)

K
Si = W;Yi

where

* *
Wt — wi H;

ST Haw||”

The figure shows that the SLNR-based scheme outperforms the
ZF scheme.

One of the purposes of this paper is to examine how the SLNR
(14) can be further improved. In the next section, we examine
how A pax varies with the system parameters { N, K, M;}. The
ensuing analysis will suggest a dynamic way for adjusting the
number of receive antennas M; for each user in order to enhance
the system performance.

A key step towards quantifying the dependence of \,.x on
{N, K, M;} is to derive an expression for its probability density
function (pdf). To do so, we shall rely on results from the theory
of random matrices [20]-[23] and on the approach of [24].

III. MAXIMUM EIGENVALUE DISTRIBUTION

Thus consider first the following generic problem statement.

Problem Statement: Given an s X m matrix ® and a ¢t X
m matrix ti), both with complex i.i.d. zero-mean unit-variance
Gaussian elements, we would like to characterize the probability
density function (pdf) of the maximum eigenvalue A,.x of the
matrix combination (021 + &*®)~1®*®, where 62 > 0. The
matrices ® and ® are assumed to be statistically independent.

Note that the expression

(MiU?I+ﬁffIi)_leHi (17)
is covered by this formulation by choosing
®=H;, ®=H;, s=M, m=N
t:iMj, 0? = M;o?. (18)
j#i

In this paper, we focus on the case where ® and & are tall ma-
trices, i.e., s > m and t > m. This condition translates to
the case where the number of transmit antennas is less than the
number of receive antennas, i.e.,

K
N < min{M;} and N < min ZMj

i=1

i

(19)

There have been several interesting works in the literature on
the joint pdf of the eigenvalues of some random matrix combi-
nations. These earlier results do not apply to a combination of
the general form (02T 4+ ®*®)~1®*®, which includes a regu-
larization parameter o2 > 0. Let A and B denote the m x m
Hermitian matrices defined by A = &*® and B = $&. Ear-
lier studies have examined the distribution of the eigenvalues of
matrix combinations of the form B~1A [24] and (B+ A)~ 1A
[25]. In the sequel, we show how to extend the argument of [25]
to treat the form (oI + B)~!A. The ensuing analysis will re-
quire that we resort to the so-called Whittaker function [23].

To proceed, it is known that A has a complex Wishart
distribution with m degrees of freedom, denoted by
A ~ W, (0,1,,). Moreover, the joint probability density
function (pdf) of the elements of A is given by [23], [24]

1

~_e—TI‘A . |A|s—m
Lp(s)

f(A) = (20)

where I',,,(s) is the complex multivariate Gamma function that
is defined in terms of the ordinary Gamma function I'(s) as fol-
lows [24]:

21

In (20), the notation Tr(.) denotes the trace of its argument and
the notation | - | denotes the absolute value of the determinant
of its argument. Similarly, B has a Wishart distribution with m
degrees of freedom, denoted by B ~ W,,,(0,I,,,). The joint pdf
of the elements of B is likewise given by

1
e—TrB X |B|t_m.

f(B>: f‘ (f)

(22)
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Since ® and ® are statistically independent, then A and B are
also independent. It follows that the joint pdf of the elements of
A and B is given by
f(A,B) _ %e—Tr(A-l—B) i |A|s—m . |B|t—m.
Lo (8)Fm (1)
(23)

Our objective is to derive the joint pdf of the eigenvalues of
(0?I+B) L A. Introduce the Hermitian positive definite matrix
G = ¢%I + B and let G(!/2) denote its Hermitian square root,
ie., G = GA/AGU/2) ([18], p. 149), [26]. Let

R=G *AG™ 2. (24)

Then the matrices (¢2I+B) 1A and R are similar and, hence,
their eigenvalues coincide

A{(0’T+B) TA} = )\ {R}for j=1,2,....m
(25)

where A;{.} denotes the jth eigenvalue of its matrix argument.
Thus, we proceed to examine the joint pdf of the eigenvalues of
R.. We start by examining the joint pdf of the entries of R.

A. Distribution of the Elements of R

The joint pdf of the elements of R and G is given by

f(R,G)=J(A,B—R,G)f(A,B) (26)

where J(A,B — R, G) denotes the Jacobian of the transfor-
mation from {A, B} to {G, R}. This Jacobian is given by [20]

QA DA
ﬂAB—dLG%{%% %w 27
8G IR

in terms of the absolute value of the determinant on the right-
hand side. In (27), the notation (OA)/(OG) refers to an m? x m?
matrix defined as follows. Introduce the m? x 1 vectorsaand g

a=vec(A) and g=vec(G) (28)

which are obtained by stacking the columns of A and G. Then
the (¢, j) element of (0A /OG) is given by [23]

<0A>  da;
oG ij agj7

in terms of the derivative of the 7th entry of a with respect to the
jth entry of g. Now from B = G — T we get

i,j=1,2,---,m? (29)

0B
% =1 and

B _
oR
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Substituting these partial derivatives into (27) results in

0A

J(A.B—R,G)=|-0!. (30)

Using A = G/2RG(1/2) we get ([23, p. 183])

OA N
Rl = |G

so that

J(A.B—R.G)=|G[" 31)

Substituting (23) and (31) into (26) gives
_lerm
L (5)m (1)

GERGET™ |G — g?ITT™
6Tr021

_Trg3rG+G 01

f(R,G) =

- f‘m(s)fm(t)
|G = o1t

|R|sfm i e'TI’G(R+I) i |G|s

(32)
where we used Tr(AB) = Tr(BA) and |AB| = |BA|. A

more convenient form of the joint pdf can be obtained by using
the change of variable Z = (1)/(02)G (for o # 0). Then

[(R,Z) = J(G — Z)[(R, G) = ‘2—2’ fR.G)  (3)

where |(0G)/(0Z)| = (02)2m2 [23], so that (33) becomes

f(R.2) = ()" f(R.G). (34)
Substituting (32) into (34) results in

(02)2’“2 eTI‘UQI

fm(s)fm(t)
e Tr(r2Z(R+I) X |0_2Z|s . |0_2Z _ 0_21|t—m,

f(R>Z) =

| |s—m

(0.2)3'1""—’“4‘2”"’2 e 110’1

- _ R
L (8)Ton ()

e Trze?(R+1)] |Z|< . |Z _ I|t—m
C

= %“_{
Pm(s)rm(t)

X e‘TrZ[O'Q(RJrI)] . |Z|s . |Z _ I|t7m

|s—m

|s—m

(35)

where ¢ is a constant that depends on o2. We can now obtain
f(R) from f(R,Z) by integrating with respect to Z

f(R) = / (R, 7)dZ
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Note that Z > I, so that Z — I is a positive definite matrix. It
follows that

f(R) = f(R,Z)dZ
JZ>1
[ R
Jz51 T ()T (2)
. e-TI’Z[UQ(R+I)] i |Z|s i |Z _ I|t—de
C s—m
o (5)Tm (D)
. / e-TI’Z[JQ(R+I)] Nz - |Z - I|t7mdz
Z>1
RO
: / e 11Z0) \Z)s |Z —1[""™dZ  (36)
JZ>1

where ® = ¢?(R + I). In order to evaluate the integration in
(36), we resort to the definition of the Whittaker function of a
complex matrix argument, W, g(®), introduced in [23]. For an
m X m complex matrix Z, the Whittaker function is defined via!

W, 5(0) = 1O
REIT R (B = atm)2)

/ ¢ TH(TO) p|f—a=% |T £ 1P+~ 24T (37)
T>0

-1iTre

where « and 3 are generally complex parameters. In order to
reduce (37) to a form similar to (36), we let T = Z — I so that

J(Z—-T)=1 (38)
Substituting into (37) we get
|@|7+% ce—3Tre
Wa5(0) = <
/ o THZ-1e Z — TP % . |Z|P 3 4z,
Z>1
ie.,
m 1Tre
|®|’H+ 2 . e;
Wa,5(©) =
Fon(B — atm/2)

/ _Trze |z - I|,3—04—%.|Z|r3+0‘_%dz. (39)
Z>1

Comparing with the expression for f(R) in (36), we see that if
we select

1 1
azE(s—t—l—m) and (= (s—i—t) (40)
then we can relate f(R) and W, 3(®) as follows:
c R s—m
_R) =
Fo() |o?(R+ D[FC
e BT ®AD 7 (G2AR+T)). (41)

ISee [27], [28] for the definition of the Whittaker function for scalar argu-
ments and for real matrix arguments.
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We have therefore derived an expression for the joint pdf of
the elements of the matrix R of (24) in terms of the Whittaker
function of the argument o2(R+1I). We now proceed to examine
the distribution of the eigenvalues of R.

B. Distribution of the Eigenvalues of R
Introduce eigenvalue decomposition of the matrix R, say

R = UAU" 42)

where A = diag{A1, A2, ..., A} and U is unitary. Then,

m

IRl =]l lo*®+D=]]lo*(A + 1)l
j—1 j—1
TrR = ZAJ, Tro?2(R+1) = Zo (A\j+1). @3
J=1
Also, consider the eigen—decomposmon of the matrix

® = ¢*(R +1), say

® = UAU™. (44)

Actually, U = U and A = 0(A +1I). Then, from (37) and
after some simplifications,

AP

Ln(B - a+m/2)

o / o THTUAT") | IT|P~*=% .|T + 1|/t~ FdT. (45)
T>0

—1TrA

Wa (@) =

Introduce the change of variable F = U*TU. It follows that
the Jacobian of this transformation is given by

J(T—F)= 0P =1>" =1. (46)
Since T is positive definite, it also follows that F is positive

definite. Then (45) becomes

AlB+Z o—3TrA i
Wa,/}(g) — ~| | € / e TI’(FA)
F ([)’—a+m/2) F>0
ARP=% R 4 1P FdF = W, 5(A).  (47)
In other words
Was (0P (R+1)) = Wa 5(©) = W 5(A)
= Wa,slo”(A +1)] (48)

so that we may replace R by A as an argument for W, s(.).
Now to obtain the joint pdf of {A1, Aa,..., A} from f(R),
the Jacobian of the transformation from R to the {);} is given
by [23]
J(R - {/\17 )‘27 s 7)‘m}7 U)
m(m—1) lLj=m
T
= N =A% (49)
Ty (m) l_l;Il
I<j
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Using (43) and (49) in (41) results in the desired expression

FEAL A2 A, U)

Lj=m

CTT
= _ _ A — X2
F(5) T () (1) ,¥l' e
<y

A [s—m —502(>\j+1)
| J| € WaH@[UZ(A‘i‘I)]

Wioegs e

7=1
(50

In order to obtain an expression for f(A), the pdfin (51), shown
at the bottom of the page, is integrated over U. It can be shown
that fU dU = « where « is a constant ([29, p. 33], [30, p. 361]).
Finally, the joint pdf of the eigenvalues is given by

l,j=m
O Am) =TT =
ll]<:]1
|)\ |s m ——cr 2(X;4+1)
H|02/\ Ty el A e
where

a-C- /n_m(m—l)

a 1:‘m(s)f‘m (f)fm(m) .

We have therefore arrived at an expression for the joint pdf of
the eigenvalues of the matrix combination (o21+®*®) ' &* .
The result is in terms of a Whittaker function, which is defined
by means of the integral (47).

In the case of a scalar argument, the Whittaker function can be
expressed in terms of confluent hypergeometric functions [23],
which can be numerically approximated as in [31]. We now ex-
plain how an approximation for W, g[0*(A +1I)] can be used to
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get some insight into the behavior of the pdf expression (53). In
Appendix A we argue that for small values of o2, the Whittaker
matrix function can be approximated by

Was(X) ~ ke 5 17X x|(3-7)

for some constant k. In this case, the joint pdf of the eigenvalues
in (52) becomes

Lj=m

IT =0

l,j=1
I<j

f()\l,)\g,...,)\m) ~ C

|/\ |s m —¢7 2(Aj+1)
H lo2(A; + 1)|(s+1)

(53)

for some constant c.

The joint pdf of the eigenvalues of (®*®)~1&*®, which
corresponds to the special case 02 = 0, and also requires ® 1o
be full rank, was studied in [24], [32]. Referred to as (3-Jacobi
ensemble, the joint pdf of the eigenvalues was given in [32] as

l,j=m

IT =P

1,j=1
1<j

f(/\17)‘27"'7)‘m)o<

(54)

Note that the expression in (53) covers (54) as a special case for
2 =0.

Finally, the pdf of the maximum eigenvalue, Ay,ax, can be ob-
tained by integrating the joint pdf in (53) over the other eigen-
values (see (55), shown at the bottom of the page). In order to
plot f(Amax; $,t, m), the integration in (55) is performed nu-
merically. Fig. 4(a) and (b) shows the histograms of A, that
are obtained by simulation and by using the pdf expression given

FUM A2 Am))
/f {)‘17)‘27 /\m}U)dU

cxm(m=1) Lj=m |)\ |s me—ja 2(X;41) :
= = = = Y L W slo?(A+1 /dU. 51
Fotn i | 1Ll II|o A + s Vel A DL D
I<j
Amax Az AN
f(Amax; 8, t,m) o / / / FAL, o A s, t,m)dAadAs .. dA . (55)
Jao=0 Jaz=0  JSr,._1=0
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Fig. 4. Probability density function of A,,.. obtained by simulation and by
using (53) for (@) m = 3,s = 4,t = 5ando? = 0.3.(b)m = 2,5 = 4,
t =6and o = 0.2.

by (53). It is clear that the theoretical distribution matches well
with the simulated histogram.

IV. ANTENNA SELECTION PROCEDURE

We now show how the results of the previous section can
be used to decide on antenna selection in a downlink multiuser
MIMO environment. Thus, recall that s = M;, m = N,andt =
ZJK;I Mj, so that the joint pdf of the eigenvalues of (M;o I +

| d#i
H;H,;)"'H;H, is given by [cf. (53)]

Lj=m

IT =0

1<j
l,j=1

f()\l, .. .,)\N;N, {MZ}) X

N |)\j|Mi—Ne_Mio'i2(>‘j+1)

(56)
K
1 M2 + 1) 2 )

max

pdf of A

max)

mean (A
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Fig. 5. Probability density function of Anax obtained by simulation and by
using (53) for (a) the derived pdf of A, form = 2, s = 4, 62 = 0.2, and
three values of ¢ = {4,6,8}. (b) Mean value of ., versus t for fixed values
of m,s, and 02 = 0.2.

Recall from (14) that optimal SLNR = A,,,«. Thus, a higher
Amax Of SLNR translates into less CCI and better system
performance.

In Fig. 5(a), the pdf of A.x for different values of ¢ (or
Zfil M;) is shown. As ¢ increases (i.e., as the total number

of gniennas by all other users increases), the pdf curve shifts to
the left indicating a decrease in the average value of A,.x. The
figure also shows that the variance (which measures the spread
around the mean) of A,y increases as ¢ decreases. Fig. 5(b)
shows the mean value of A, for different values of ¢. These
results suggest the interesting conclusion that the CCI is en-
hanced as the total number of active antennas at all other users
increases. In other words, for a fixed M;, increasing Efil M;

. Ve
would increase the CCI and hence degrade the overall system
performance. In the same token, reducing the number of active
antennas at one user helps the other users in the system. Note
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that this result is specific to the SLNR criterion. This is due to
the suboptimality of the solution with respect to the SINR cri-
terion. This conclusion suggests a dynamic method for antenna
selection that would improve system performance. According
to the proposed scheme, we reduce the number of active an-
tennas for users not meeting an SINR threshold. The threshold
value applies to the SINR at the output of the receiver. By low-
ering the number of antennas for these users, the other users in
the network will have a higher probability to meet their SINR
threshold. This procedure does not yield any degradation in the
system performance in terms of outage values since those users
not meeting the SINR threshold cannot establish a connection
anyway. Thus, for each channel realization, we perform a search

over all possible receive antenna combinations (22 M)
and choose the combination that results in a maximum number
of users meeting an SINR threshold. In general, there may be
more than one combination of receive antennas that fulfill this
condition. Thus, among all combinations, we choose the one
that maximizes the SINR of the worst above-the-threshold user.
This scheme does not require any change in the receivers; it
simply implies that the receiver should only consider the sig-
nals received at the active antennas when estimating the received
signal. In the cases that some users are meeting their SINR
threshold by a large margin, their number of active antennas
can be reduced in favor of other users in the system. As long
as such users still meet their threshold, the reduction in their ac-
tive antennas will help the other users in the system. Overall,
this mechanism can statistically improve the outage results for
all users in the network.

Although exhaustive search is not efficient from the com-
plexity point of view, the purpose of this paper is to show that,
in principle and in theory, the proposed selection scheme makes
a significant difference. Other suboptimal schemes can be con-
sidered where an antenna elimination algorithm is developed to
gradually eliminate receive antennas from the users with the best
SINR until the maximum number possible of users are above
their SINR thresholds.

V. SIMULATIONS

In the simulation environment, we assume the sth user esti-
mates s; from y; in (4) according to a classical single-user max-
imum-likelihood detection scheme (without relying on knowl-
edge of the other channels), i.e.,

i 5 WiHy

([ L w2

The simulation results are shown in Figs. 6 and 7. These fig-
ures compare the final SINR outage curves for the following two
scenarios: 1) all the available number of antennas for all users
are used; 2) the configuration suggested by the search scheme
of Section IV is used. For further insight, the distribution of the
number of active antennas for each user as well as the total ac-
tive receive antennas are plotted. The channel model described
in Section Il is used in all simulations, where every channel path
has a complex Gaussian distribution independent of the other
paths. Two different configurations are simulated.
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Fig. 6. (a) SINR outage probability for all the users. (b) Distribution of the
number active receive antennas for each user after applying the proposed
scheme. 101og,, 1/02 = 0 for all users.
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A. H; and H; are Tall Matrices

Z i M g > N

* number of transmit antennas N = 5

e number of users K = 3

* number of available receive antennas {M;, Mo, M3} =

{2,2,5}

* target SINR thresholds {7}, T>, T3} = {7,7,10}dB.

The SINR per received antenna is defined as 1/07 and is as-
sumed to be 0 dB. The simulation is conducted over 200 channel
realizations.

Fig. 6(a) shows the resulting outage curves for each of the 3
users in the system for the following 2 cases:

* using all available antennas;

* using the proposed antenna configuration.

The curves in Fig. 6(a) are SINR outage curves. That is, each
curve is the cumulative density function (cdf) of the SINR at
the output of the receiver for the corresponding user. The outage
curve represents P(SINR < 1) on the vertical axis for different
values of 1 on the horizontal axis. Consider the results for user
1 in the top plot of Fig. 6(a). The SINR threshold for this user
is 7 dB meaning that if the SINR value for this user falls below
7 dB, the package is dropped and it has to be re-transmitted.
Thus, the probability P(SINR < 7 dB) measures the likeli-
hood that this user will not establish communication with the
transmitter. The figure shows that by using the original antenna
configuration, user 1 achieves an outage of 30% while using
the proposed scheme the outage reduces to 2%. Note that the
curve for the proposed scheme is flat for SINR values up to the
threshold (7 dB) and then it increases. This is because in our pro-
posed scheme, the signal is transmitted to the user only if there is
areliable channel (i.e., if the SINR is above the threshold). This
hard decision at the transmitter translates into the breakpoint in
the curve. Thus the flat part of the curve corresponds to the case
of no transmission and its value is the outage percentage for all
the values of SINR below the threshold.

According to the results shown in Fig. 6(a), the following
outage improvements are achieved:

» user 1 (7 dB outage): from 30% to 2%

* user 2 (7 dB outage): from 40% to 5%

* user 3 (10 dB outage): from 20% to 3%.

Thus all three users experience a significant improvement in
outage probability at their target SINR.

For this antenna configuration, it can be seen from Fig. 6(a)
that the SINR of the users are sacrificed in the region where
SINR is below the target threshold. This yields no degradation
in the target SINR outage since no reliable communication is
desired below this threshold anyways. However, by sacrificing
the SINR of one users, the other users meet their thresholds with
a greater probability, as was argued in Section IV. It can also
be seen from Fig. 6(b) that the optimum choice for number of
active users can be different from the original available number
of receive antennas.

Fig. 6(b) shows the histogram of the number of selected active
antennas for each user over 200 channel realizations. Consider
user 1 for example; this user has 2 receive antennas. The figure
shows that out of the 2 antennas, only 1 is active 65% of the time
while both antennas are active only 35% of the time as compared
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Fig. 8. Outage versus SINR for 2 users each having 2 receive antennas for a
system with 12 transmit antennas. The SINR thresholds are {30, 30} dB.

to the original configuration where the 2 receive antennas are
active 100% of the time.

B. H; and I:L; are Fat Matrices

Zj;ﬁi Mj <N

* number of transmit antennas N = 10

e number of users K = 3

* number of available receive antennas {M, Ms, M3} =

{3,3,3}

* target SINR thresholds {77, 75, 73} = {12,12,12} dB.
According to the results shown in Fig. 7(a), the following outage
improvements are achieved:

e user 1 (12 dB outage): from 40% to 2%

e user 2 (12 dB outage): from 30% to 1%

e user 3 (12 dB outage): from 30% to 1.6%.

Fig. 7(b) shows the histogram of the selected active antennas for
each user for this configuration.

C. SLNR-Based Antenna Selection Versus Iterative SINR
Solution

Fig. 8 shows the SINR outage curves for the following
antenna configuration: N = 12, M; = 2,SINR threshold =
30 dB and 1/0? = 20 dB. The figure compares three schemes:

1) the SLNR-based scheme without antenna selection,;

2) the SLNR-based scheme combined with antenna selection;

this is the scheme we propose in this paper;

3) the iterative scheme proposed in [3].

The figure shows that the SLNR-based scheme performs within
less than 1 dB of the iterative scheme. The proposed antenna
selection further improves the SLNR-based scheme to achieve
a performance that approaches that of the iterative solution in
[3]. Fig. 8 further ahead.
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VI. CONCLUSION

We have proposed a dynamic antenna scheduling
strategy for downlink MIMO communications that is based
on characterizing and exploiting the dependence of the
signal-to-leakage-plus-noise (SLNR) ratio on the system pa-
rameters. The SLNR strategy is found to relax the condition
on the number of transmit-receive antennas in comparison to
traditional zero-forcing and time-scheduling strategies. It was
shown that the largest value that the SLNR can achieve is equal
to the maximum eigenvalue of a certain channel-dependent
random matrix combination. The pdf of the maximum eigen-
value was further characterized in terms of a Whittaker function
and the result was used to show that increasing the number of
antennas at some users can degrade the SLNR performance
at other users. This fact was exploited to propose an antenna
scheduling scheme that leads to significant improvement in
terms of SINR outage probabilities. Simulation results illustrate
the resulting system performance.

APPENDIX A
WHITTAKER MATRIX FUNCTION APPROXIMATION

In this section, we derive an approximation for the Whittaker
matrix function for a small complex matrix argument. To begin
with, we note that for any Hermitian matrix X

e~ TX _ det(eX) = || (57)
where for the second equality we recall our convention that the
notation | - | denotes the absolute value of the determinant of its
argument (and det(e %) > 0 for any X). When || X]| < 1, we
may write the power series expansion

oo X_n
eX:z;)HzI-i—X for ||X]| — 0. (58)
Thus, for small enough X, we have
e T &I X|. (59)

Now consider the Whittaker function from (37):

|©|0+% . ~3Tr®

~ Lw(B—a+m/2)

/ ¢ TH(TO) |pf=a=% |7 4 [|P+o~%4T. (60)
T>0

Wa,,@(G)

For ||®|| — 0, we have

/ o TrTe) | IT|=o=% .| T + 1)/t~ 3 4T
T>0

m m

/ I-TO| |T|’~*~% .| T+ 1To=24T
T>0

X

=/ [— ©@3TO|.|T|"~=% . |T + 1//+o~% 4T
T>0
61)
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where in (61), we introduced the square root decomposition of
@, ie, ® = O1/2@"/2) and used the property that [T —
AB| = |I — BA] for any matrices A and B of compatible
dimensions.

Let V = ©/2TO(/2) Note that since both T and @ are
positive definite, then V is also positive definite. Moreover,

J(T - V) =|0"!m = e (62)

Substituting (62) into (61) we get

LHS of (61) ~ /

V>
Avelftem T L ve Tt + 1)t T v

z/'|Mﬂ”u—w
V>0
[[VeTlfemE | veTlfteF gV

(63)

O™ - [I-V]|
0

where in (63) we used [VO ™ +1I| ~ [VO~!| since ||©]] — 0.
Rearranging (63) and substituting into (60) gives

|®|/i+% . eféTl’(-D
T (B - a+m/2)
/ T— V|- |[V]?"™qV. (64)

V>0-

Wa,ﬁ(@ . |®|72,H

That is

m

Was(@)~e 5170 |0
1

T —a+m/2)

/ IT— V| |V]*~™dV. (65)
JV>0

Note that the integration on the right hand side of (65) yields
a constant that is independent of the matrix @, so that we can
write (65) as

=3

Was(®) ~ ke 21700

(66)

for some constant k.
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