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Displacement Structure and Maximum Entropy
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Abstract—The study of matrices with a displacement structure is mainly
concerned with recursions for the so-called generator matrices. The
recursion usually involves free parameters, which can be chosen in several
ways so as to simplify the resulting algorithm. In this correspondence we
present a choice for the parameters that is motivated by a maximum-
entropy formulation. This choice further motivates the introduction of the
so-called generalized reflection coefficients which are, in general, different
from the better known Schur coefficients.

Index Terms—Displacement structure, maximum entropy, reflection
coefficient, Schur algorithm.

I. INTRODUCTION

The maximum-entropy extension (or loading) problem has attracted
considerable attention in the literature. The first solution by Burg
[1] treated Toeplitz matrices and emphasized their parametrization in
terms of the so-called reflection coefficients, also known as Schur
coefficients. In this correspondence, we exploit the fact that the
Toeplitz/Schur ideas can be extended to more general classes of
matrices by invoking the concept of displacement structure [2],
and show that a very general formulation of the maximum entropy
problem is possible. In particular, we provide both global and
recursive solutions to the generalized problem.

The connection between maximum-entropy extensions and
structured matrices will be established in terms of the cascade or
transmission-line structures, that arise naturally when the Cholesky
factorizations of structured matrices are efficiently computed via a
generalized Schur algorithm [2]. For a given structured matrixR,
the algorithm operates recursively on its so-called generator matrix
G and provides, for each step, a first-order section (or transfer
function/operator). Each section is usually parametrized in terms of
two free parameters: aJ-unitary rotation matrix�i and a complex
scalar�i that is restricted to lie on a circle of a given radius. The
details of the algorithm in the time-variant scenario are provided
in [3] and [4].

A sequence of(n + 1) steps of the generalized Schur algorithm
would lead to a cascade ofn such sections, known as a transmission
line and which we will denote byTTT (see Fig. 1). Under certain
positivity and finite-dimensionality conditions [3], the cascadeTTT
is known to map, in a certain way, contractive operatorsK to
contractive operatorsS, written simply asS = TTT [K]:

Different choices forf�i;�ig lead to different expressions for the
first-order sections and to different forms for the generator recursion
itself. For example, one particular choice forf�i;�ig, which will be
discussed in Section V-A, allows the generator recursion to be written
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Fig. 1. A transmission-line mappingK into S:

in a simplified so-called proper form, which is often desirable from a
computational point of view, e.g., in interpolation problems [3]–[5].

Other choices forf�i;�ig, while leading to different forms for
the first-order sections and for the generator recursion, further allow
to impose other desirable properties on the cascadeTTT : The present
correspondence addresses one such issue. More specifically, it shows
how to construct a cascadeTTT , and in particular how to choose the
above-mentioned free parametersf�i;�ig, such that the resulting
cascadeTTT will map the zero load(K = 0) to the maximum-entropy
solution, as in the classical result [1]. We shall see that, in general, the
cascade that corresponds to the proper choice forf�i;�ig does not
map the zero-load to the maximum-entropy solution. Moreover, we
shall be motivated to introduce a new set of contractive coefficients,
one for each section of the cascade, and which will be shown, in
general, to be distinct from the Schur parameters encountered in the
proper case (see, e.g., [4, Sec. 5] and [3]).

A. Related Works in the Literature

Similar issues of relating the maximum-entropy solution to the
central solution (corresponding to the zero load) have been addressed
in the literature [6]–[8].

The work [6] deals with time-dependent entropy problems and
also considers contractive extension problems. The framework of the
lifting of commutants is employed in [7], while [8] employs tools of
theW -transform technique studied in [9]. In particular, the work [8]
poses a maximum-entropy problem in the context of linear fractional
transformations that arise in time-variant discrete-timeH1 control.
The work shows how to choose a particular contractive load that
maximizes a time-variant entropy measure, and provides state-space
formulas and global expressions for the entropy operator.

The current work departs from earlier work in the sense that
it focuses on a recursive (rather than a global) construction of
the maximum-entropy solution. This is useful in situations when
the available data is updated and it is desired to re-evaluate the
corresponding maximum-entropy solution by exploiting the available
cascade from the earlier calculations. A recursive procedure allows
us to evaluate this new solution by simply appending a new section
to the earlier cascade. Global expressions, on the other hand, need
to be evaluated afresh whenever the data is modified, which is not
convenient in recursive scenarios that arise, for example, in adaptive
schemes.

We have chosen to present the results of this correspondence in
an operator setting for generality of exposition. The results, however,
can be easily specialized to particular situations.

B. Notation

The symbol denotes the set of integers, and for two Hilbert
spacesH andH0 we write L(H;H0) to denote the set of bounded
linear operators acting fromH into H0: We further consider three
families fU(t);V(t);R(t)gt2 of Hilbert spaces depending on
the parametert 2 , two families of bounded linear operators
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G(t) 2 L(U(t)�V(t);R(t)) andF (t) 2 L(R(t�1);R(t)), and we
define the symmetryJ(t) = (IU(t)��IV(t)) acting onU(t)�V(t),
where IU(t) denotes the identity operator on the spaceU(t): We
partition G(t) = [U(t) V (t)], whereU(t) 2 L(U(t);R(t)) and
V (t) 2 L(V(t);R(t)): We also use the symbol� to denote the
adjoint operator and we writeF �

(t) = (F (t))�:

Definition 1: A family of operatorsfR(t) 2 L(R(t))gt2 is
said to have a time-variant displacement structure with respect to
fF (t); G(t)gt2 if fR(t)gt2 is uniformly bounded, viz., there exists
r > 0 such thatkR(t)k � r for all t 2 , andR(t) satisfies the
time-variant Lyapunov (or displacement) equation

R(t)� F (t)R(t� 1)F
�
(t) = G(t)J(t)G

�
(t): (1)

The cardinal numberr(t) = dimU(t) + dimV(t) is called the
displacement rank ofR(t) in (1). We say that (1) has a Pick solution
if R(t) is positive-semidefinite for everyt 2 :

Throughout the correspondence we assume that the following con-
ditions hold (viz., [4, conditions (8a)–(8e)]): a) there exists a positive
integer n such thatR(t) = �

n�1
i=0 Ri(t), for all t; b) dimRi(t)

are all equal and finite; c)dimU(t) anddimV(t) are finite; and d)
fF (t)g is a uniformly bounded family of lower triangular operators
with stable families of diagonal entriesffi(t)gn�1

i=0 (i.e., there exist
ci> 0 such thatkfi(t)k � ci< 1 for all t); e) fG(t)g is a uniformly
bounded family. Under these assumptions, the infinite block matrices

UUU(t) = [� � � F (t)F (t� 1)U(t� 2) F (t)U(t� 1) U(t)]

VVV (t) = [� � � F (t)F (t� 1)V (t� 2) F (t)V (t� 1) V (t)]

are well-defined bounded linear operators, and the displacement
equation (1) is guaranteed to have a unique uniformly bounded
solution that is given by

R(t) = UUU(t)UUU
�
(t)� VVV (t)VVV

�
(t):

We further assume the following so-called nondegeneracy condition:
f) the operatorUUU(t)UUU�

(t) is uniformly bounded from below, viz.,
9 �> 0 such thatUUU(t)UUU�

(t) � �> 0 for all t 2 :

Assumptions a)–f) allow us to state (see [4, Theorem 4.7]) that the
time-variant displacement equation (1) has a Pick solutionR(t) such
thatR(t)>�I > 0 for a constant� and for all t 2 if, and only if,
there exists an upper-triangular strict contractionS(kSk< 1)

S 2 L(�
t2

V(t); �
t2

U(t))

such that

VVV (t) = UUU(t)PU(t)S= �
j�t
V(j); for everyt 2 (2)

wherePU(t) denotes the orthogonal projection of�t2 U(t) onto
�j�tU(j):

Let S denote the set of all upper-triangular strictly-contractive
operatorsS that satisfy (2). For every suchS 2 S it follows that
I � S�S is a positive operator. Let	S denote its spectral factor (as
defined in [10]–[12]). In the following, we writeD(A) to denote the
diagonal of an upper-triangular operatorA:

Problem 1: Let 	S denote the spectral factor of an upper-
triangular strictly-contractive operatorS 2 S: The maximum-entropy
problem is to solve the following optimization criterion:

max
S2S

fD(	S)
�
D(	Sg: (3)

Interpretations, motivations, and applications of problems of this
kind abound in the literature. For formulations close to the above
one we refer to [6]–[8], [13].

II. SOLUTION OF THE OPTIMIZATION PROBLEM

Define the direct sumJJJ = �t2 J(t) and consider a bounded
upper-triangular operator

TTT 2 L([�
t2

U(t)]� [ �
t2
V(t)])

whose matrix entriesfTljg are partiotioned accordingly withJ(l)
and J(j), say

Tlj =
T
lj
11 T

lj
12

T
lj
21 T

lj
22

:

We further construct the upper-triangular operators

TTT 11 = [T
lj
11]; TTT 21 = [T

lj
21]; TTT 12 = [T

lj
12];

TTT 22 = [T
lj
22]; for �1< l; j <1:

The operatorTTT will be said to beJJJ-inner (see, e.g., [15, Theorem
2.3]) if i) it is JJJ-unitary, i.e.,

TTTJJJTTT
�
= TTT

�
JJJTTT = JJJ

and ii) TTT�1
22 is a bounded upper-triangular operator. In this case,

it follows that TTT�1
22 TTT 21 is an upper-triangular strictly-contractive

operatorkTTT�1
22 TTT 21k< 1:

It was shown in [4, Theorem 4.8] that, starting with
fF (t);G(t); J(t)g of (1), there exists a bounded upper-triangular
JJJ-inner operatorTTT that can be determined as a function of the
given fF (t); G(t); J(t)g; and such thatS 2 S if and only if there
existsK such that

S = TTT [K] = �(TTT 11K + TTT 12)(TTT 21K + TTT 22)
�1 (4)

where K is an upper-triangular strictly-contractive operator,
kKk< 1: We now have the following.

Lemma 1: Consider anS 2 S and letK be the associated oper-
ator,S = TTT [K]: Then its spectral factor	S can be chosen according
to the formula	S = 	K(TTT 21K + TTT 22)

�1:

Proof: It follows from theJJJ-innerness ofTTT that

I � S
�
S = (K

�
TTT
�
21+TTT

�
22)

�1
(I �K

�
K)(TTT 21K+TTT 22)

�1
: (5)

Let 	K 2 L(�t2 V(t);�t2 V
0
(t)) be the spectral factor ofK,

and define	 = 	K(TTT 21K + TTT 22)
�1: We thus have that	 is

an upper-triangular operator that obeys the condition that the space
	[�j�tV(j)] is dense in�j�tV

0
(j) for all t 2 : Moreover,

the inequality	�
K	K � I � K�K allows us to conclude, in

conjunction with (5), that	�
	 � I � S�S: Now consider any other

upper-triangular contractionZ 2 L(�t2 V(t);�t2 V(t)) such that
Z�Z � I � S�S: It follows from (5) that

(K
�
TTT
�
21 + TTT

�
22)Z

�
Z(TTT 21K + TTT 22) � I �K

�
K

and using the properties of the spectral factors, we must certainly have

(K
�
TTT
�
21 + TTT

�
22)Z

�
Z(TTT 21K + TTT 22) � 	

�
K	K :

This implies thatZ�Z � 	
�
	 and, consequently,	 = 	K(TTT 21K+

TTT 22)
�1 can be chosen as the spectral factor ofS = TTT [K]:

We are now in a position to state the solution of problem (3) (see
also [7] and [8] for alternative arguments). For this purpose, and
for notational convenience, we denote the upper-triangular operators
TTT�1
22 TTT 21 andTTT�1

22 by � and', respectively.
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Lemma 2: Assume conditions a)–f) hold and letTTT be theJJJ-inner
upper-triangular operator described above. Then

max
S2S

fD(	S)
�
D(	Sg

= [D(TTT 22)D(TTT 22)
� �D(TTT 21)D(TTT 21)

�
]
�1
;

= [D(TTT 22)
�
]
�1

[I �D(�)D(�)
�
]
�1

[D(TTT 22)]
�1
:

Moreover, the maximum is attained if, and only if,S = S0 =

TTT [D(�)�]: In particular, ifD(�) = 0 or, equivalently,D(TTT 21) = 0,
then

max
S2S

fD(	S)
�
D(	Sg = [D(TTT 22)

�
]
�1

[D(TTT 22)]
�1

and the maximum is attained forS = S0 = TTT [0] = �TTT 12TTT
�1
22 :

Proof: The argument uses Lemma 1 and follows closely the
proof of the main result in [13] (which is in Russian). (The monograph
[14, especially, ch. 11] contains a number of examples of maximum
entropy problems that might be more accessible to an English
reader).

The unique

S0 = TTT [D(�)
�
] = TTT [D(TTT

�1
22 TTT 21)

�
]

is called the maximum-entropy solution of (3). The unique
TTT [0] = �TTT 12TTT

�1
22 is called the central solution since it corresponds

to choosingK = 0:

As mentioned earlier in Section I, the above statement provides
a global characterization of the maximum entropy solution (and has
also been studied in [6]–[8]). In particular, note that the expression for
the required load is given in terms of the (block) entries of the entire
cascadeTTT : The contribution of this correspondence is to exhibit a
recursive construction of the maximum-entropy solutionS0 that does
not require prior knowledge of the global expression forTTT : The
details are presented in the remaining sections.

III. A R ECURSIVE SOLUTION

The recursive procedure will follow from an algorithm derived in
[3], [4] for the triangular factorization of time-variant matrices with
displacement structure.

To clarify this, consider block matricesR(t) = [rlj(t)]
n�1
l;j=0 and

let Ri(t) denote the Schur complement of the leadingi � i block
submatrix ofR(t): If li(t) anddi(t) stand for the first block column
and the(0; 0) block entry ofRi(t), respectively, then the successive
Schur complements ofR(t) are recursively related as follows:

Ri(t)� li(t)d
�1
i (t)l

�
i (t) =

0 0

0 Ri+1(t)
R0(t) = R(t):

We further note that the positive-definiteness ofR(t) guarantees
di(t)> 0 for all i: Also, the notationd�1(t) stands ford(t)�1:

After n consecutive Schur complement steps we obtain the block-
triangular factorization ofR(t), viz.,

R(t) = l0(t)d
�1
0 (t)l

�
0(t) +

0

l1(t)
d
�1
1 (t)

0

l1(t)

�

+ � � �

=L(t)D
�1

(t)L
�
(t)

whereD(t) = diagfd0(t); � � � ; dn�1(t)g is a block-diagonal matrix,
and the (nonzero parts of the) columns of the block lower-triangular
matrix L(t) are fl0(t); � � � ; ln�1(t)g: It was shown in [4], [3] that
for structured matricesR(t) as in (1), the triangular factor at time
t� 1, viz., L(t� 1), can be time-updated to the triangular factor at

time t; L(t); via a recursive procedure on the generator matrixG(t)

as described below:
Start withF0(t) = F (t); G0(t) = G(t), and repeat fori � 0.
� Choose uniformly bounded sequencesfhi(t); ki(t)gt2 that

satisfy the following time-variant embedding relation:

fi(t) gi(t)

hi(t) ki(t)

di(t� 1) 0

0 J(t)

fi(t) gi(t)

hi(t) ki(t)

�

=
di(t) 0

0 J(t)
(6)

wheregi(t) denotes the top block row ofGi(t):

� Apply the recursion

0

li(t)

Gi+1(t)

= [Fi(t)li(t� 1) Gi(t)]

�
f�i (t) h�i (t)J(t)

J(t)g�i (t) J(t)k�i (t)J(t)
: (7)

Moreover,

di(t) = fi(t)di(t� 1)f
�
i (t) + gi(t)J(t)g

�
i (t)

andRi+1(t) satisfies the time-variant displacement equation

Ri+1(t)� Fi+1(t)Ri+1(t� 1)F
�
i+1(t) = Gi+1(t)J(t)G

�
i+1(t)

whereFi+1(t) is the submatrix obtained after deleting the first row
and column ofFi(t): Let TTT i = [T

(i)

lj ] denote the upper-triangular
transfer operator with time-variant Markov parameters:

T
(i)

ll =J(l)k
�
i (l)J(l)

T
(i)

l;l+1 =J(l)g
�
i (l)h

�
i (l+ 1)J(l+ 1)

T
(i)

lj =J(l)g
�
i (l)f

�
i (l+ 1)f

�
i (l+ 2) � � � f�i (j � 1)h

�
i (j)J(j);

for j > l+ 1: (8)

After n recursive steps we obtain a cascade of sectionsTTT =

TTT 0TTT 1 � � �TTTn�1, which may be regarded as a generalized transmission
line. This is theJJJ-inner operator that parametrizes allS 2 S in (4).

The choice offhi(t); ki(t)g in (6) is nonunique and, therefore, the
generator matrixGi+1(t) in (7) is also nonunique. Each choice for
fhi(t); ki(t)g would lead to a validGi+1(t): There are, for instance,
special choices forfhi(t); ki(t)g that would lead to considerable
simplifications in the computational requirements, since they lead to
what are known asproper generators, as developed in [18] for the
time-invariant case and in [3] for the time-variant case. But these
choices do not generally lead to a maximum-entropy solution.

We shall show, however, that it is always possible to find
fhi(t); ki(t)g, usually distinct from the choice in the proper
case, so as to result in a cascadeTTT whose central value, viz.,
TTT [0] = �TTT 12TTT

�1
22 , will correspond to the maximum-entropy solution.

To achieve this, all we need to do is to exhibit uniformly bounded
choices forfhi(t); ki(t)g that would result in a cascadeTTT for which

D(�) = D(TTT
�1
22 TTT 21) = 0:

One way to guarantee this is to require that for each individual
operatorTTT i we have

D(TTT
�1
22;iTTT 21;i) = 0

where the indexi in TTT 22;i andTTT 21;i refers to theith section.
But first let us elaborate on the nonunique choice of

fhi(t); ki(t)gt2 so as to satisfy the embedding relation (6).
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For this purpose, we recall a result in [4, Theorem 4.1] where it was
shown that the following choices forhi(t) andki(t) satisfy (6):

hi(t) =�
�1
i (t)J(t)g

�
i (t)[d

�=2
i (t)� �i(t)d

�=2
i (t� 1)f

�
i (t)]

�1

� [�i(t)d
�(1=2)
i (t� 1)� d

�(1=2)
i (t)fi(t)]

ki(t) =�
�1
i (t)fI � J(t)g

�
i (t)[d

�=2
i (t)

� �i(t)d
�=2
i (t� 1)f

�
i (t)]

�1
d
�(1=2)
i (t)gi(t)g (9)

for an arbitraryJ(t)-unitary operator�i(t) and an arbitrary unitary
operator�i(t), whenever the inverse ofd�=2i (t)� �i(t)d

�=2
i (t�1)

� f�i (t) exists. Here,d1=2i (t) denotes the operator defined bydi(t) =
d
1=2
i (t)d

�=2
i (t): (The finite-dimensionality conditions guarantee that

it is always possible to choose a unitary matrix�i(t) so as to assure
the invertibility of d�=2i (t)� �i(t)d

�=2
i (t � 1)f�i (t).)

A specific choice for�i(t), along with the choice�i(t) = I,
was shown in [4] to guarantee the correspondingfhi(t); ki(t)gt2 ,
which we shall denote byfhi(t); ki(t)gt2 , to be uniformly bounded.
But other choices for(�i(t);�i(t)g that would guarantee the uniform
boundedness of the correspondingfhi(t); ki(t)gt2 are also possible.
Examples to this effect, with specific values for(�i(t);�i(t)g; are
given later (see, e.g., (13)).

With each uniformly bounded choiceki(t), we associate a strict
contraction�i(t) that is defined below, and which will be referred to
as a generalized reflection coefficient.

Definition 2: Let fki(t)gt2 be any uniformly bounded sequence
that satisfies the embedding relation (6), and partition it accordingly
with J(t)

ki(t) =
k
(11)

i (t) k
(12)

i (t)

k
(21)

i (t) k
(22)

i (t)
:

The corresponding generalized reflection coefficient�i(t) is defined
by

�i(t) = �k
(12)

i (t)(k
(22)

i (t))
�1

2 L(V(t);U(t)):

We can now state the main result of this correspondence.
Theorem 1: Assume conditions a)–f) hold and letR(t) be the

unique Pick solution of (1), viz.,R(t)>�I > 0 for a constant� and
for all t 2 : Then we can always choose uniformly bounded families
fhi(t); ki(t)gt2 ; such that the associatedJJJ-inner operatorTTT has the
property thatS0 = TTT [0] = �TTT 12TTT

�1
22 : That is, the central solution

of the cascade coincides with the maximum-entropy solution of Prob-
lem 3.

Proof: The proof is constructive. It follows from Lemma 2 that
the central solutionTTT [0] = �TTT 12TTT

�1
22 coincides with the maximum-

entropy solutionS0 if, and only if, D(TTT 21) = 0: We now show
how to choose uniformly bounded familiesfhi(t); ki(t)gt2 so as to
guaranteeD(TTT 21;i) = 0 for eachi = 0; 1; � � � ; n � 1:

We have indicated above that it is always possible to find uniformly
bounded familiesfhi(t)gt2 ; fki(t)gt2 such that the embedding
relation (6) holds. LetTTT i = [T

(i)
lj ]l;j denote the transfer operator

associated withffi(t); gi(t); hi(t); ki(t)g, as in (8). We conclude
from the embedding relation (6) that

hi(t)di(t� 1)h
�

i (t) + ki(t)J(t)k
�

i (t) = J(t)

and, consequently,

J(t)� ki(t)J(t)k
�

i (t) = hi(t)di(t� 1)h
�

i (t) � 0:

Since dimU(t)<1 and dimV(t)<1; we also conclude that
J(t) � k

�

i (t)J(t)ki(t) � 0 for all t 2 : If we partition ki(t)

accordingly withJ(t)

ki(t) =
k
(11)

i (t) k
(12)

i (t)

k
(21)

i (t) k
(22)

i (t)

we then obtain

k
�(22)

i (t)k
(22)

i (t) � I + k
�(12)

i (t)k
(12)

i (t):

Therefore,k
(22)

i (t) is invertible andk(k
(22)

i (t))�1k � 1: We also

know thatkk
(22)

i (t)k � M for a certainM > 0: We now define the
corresponding generalized reflection coefficient

�i(t) = �k
(12)

i (t)(k
(22)

i (t))
�1

2 L(V(t);U(t)) (10)

which satisfies

I � �
�

i (t)�i(t) � k
�(22)

i (t)
�1
k
(22)

i (t)
�1

�
1

M2
:

Hence,

(I � �
�

i (t)�i(t))
�1

�M
2
:

Moreover, from the identity

(I � �i(t)�
�

i (t))
�1

= I + �i(t)(I � �
�

i (t)�i(t))
�1
�
�

i (t)

we obtain that

I � �i(t)�
�

i (t)) � 1 +M
2
:

We further define the family ofJ(t)-unitary matrices�i(t) =

H(�i(t)), and remark that it is uniformly bounded. Using this choice
for �i(t) in (9) we conclude that the choices

hi(t) = �
�1
i (t)hi(t) ki(t) = �

�1
i (t)ki(t)

satisfy the embedding relation (6), are uniformly bounded overt,
and result inD(TTT 21;i) = 0 since the choice for�i(t) forceski(t)
to be block-lower-triangular or, equivalently,J(t)ki(t)�J(t) to be
block-upper-triangular.

We should note, however, that the construction used in the previous
proof is only one, among several possibilities, that would guarantee
the conditionD(TTT 21) = 0: This is because the above construction
achievesD(TTT 21) = 0 by assuring that each individual section, or
operator, satisfies a similar condition,D(TTT 21;i) = 0; thus resulting
in an overall cascade that satisfiesD(TTT 21) = 0: But, as we shall show
in an example in the next section, it is possible to haveD(TTT 21) = 0

without requiring all the individual sections to satisfyD(TTT 21;i) = 0:

A. Strictly Lower-TriangularF (t)

Let us first concentrate on the case of strictly lower-triangular
matricesF (t), viz., fi(t) = 0 for all t 2 and i = 0; � � � ; n � 1:

We begin with the additional assumption

dimRi(t) = dimU(t) for all t 2 ; i = 0; 1; � � � ; n� 1:

(11)

The more general case can be similarly treated and we ommit the
details. Letgi(t) = [ui(t) vi(t)] denote the top block row ofGi(t),
and note that it follows from the displacement equation forRi(t) that

gi(t)J(t)g
�
i (t) = di(t)> 0:

This implies that there exists a uniquely determined matrix
i(t);

k
i(t)k< 1; such that

vi(t) = ui(t)
i(t) (12)

and we can define theJ(t)-unitary rotationH(
i(t)): It reduces the
top row ofGi(t) to the formgi(t)H(
i(t)) = [�i(t) 0V(t)], and we
say thatGi(t) is reduced toproper form. This will allow us to further
simplify the generator recursion (7) as detailed ahead. We shall refer
to the
i(t) as theSchur parametersassociated with the displacement
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equation (1), whenF (t) is strictly lower-triangular. Consider further
the following uniformly bounded choices (recall (9)):

ki(t) = I � J(t)g
�
i (t)d

�1
i (t)gi(t)

hi(t) =J(t)g
�
i (t)d

�1=2
i (t)�i(t)d

�1=2
i (t� 1) (13)

where �i(t) is unitary and�i(t) = I: We further partitionki(t)
accordingly withJ(t), and introduce the generalized reflection co-
efficients

�i(t) = �k
(12)

i (t)(k
(22)

i (t))
�1

: (14)

Despite of the simple proof, the following result is quite unexpected.
Theorem 2: Consider the setting of Theorem 1 and letR(t) be the

unique Pick solution of (1), viz.,R(t)>�I > 0 for a constant� and
for all t 2 : Assume further thatF (t) is strictly lower-triangular and
dimRi(t) = dimU(t) for all t 2 and i = 0; 1; � � � ; n � 1: Then
the Schur parametersf
i(t)g, defined via (12), and the generalized
reflection coefficientsf�i(t)g, defined via (14), coincide.

�i(t) = 
i(t); for t 2 ; i = 0; 1; � � � ; n� 1:

Proof: Since dimRi (t) = dim U (t) for all t 2 ;

i = 0; 1; � � � ; n � 1; andui(t)u�i (t) � � + vi(t)v
�
i (t) for a certain

�> 0, we get thatui(t) are invertible matrices. Consequently,

�i(t) =u
�
i (t)d

�1
i (t)vi(t)(I + v

�
i (t)d

�1
i (t)vi(t))

�1

=u
�
i (t)(ui(t)(I � 
i(t)


�
i (t))u

�
i (t))

�1
ui(t)
i(t)

� (I + 

�
i (t)u

�
i (t)(ui(t)

� (I � 
i(t)

�
i (t))u

�
i (t))

�1
ui(t)
i(t))

�1

=(I � 
i(t)

�
i (t))

�1

i(t)(I + 


�
i (t)

� (I � 
i(t)

�
i (t))

�1

i(t))

�1

=(I � 
i(t)

�
i (t))

�1

i(t)(I � 


�
i (t)
i(t)) = 
i(t):

This result also follows by noting that the generator recursion
(7) gets simplified once we incorporate into it the special choice
�i(t) = H(
i(t)) and use (9) to write

ki(t) = H(
i(t))
�1
ki(t) hi(t) = H(
i(t))

�1
hi(t)

wherefhi(t); ki(t)g are as in (13). We readily conclude that

J(t)k
�
i (t)J(t) =H(
i(t))

0 0

0 I

h
�
i (t)J(t) = d

�1=2
i (t� 1)�

�
i (t)d

�1=2
i (t)[�i(t) 0]:

Because of the assumptiondimRi(t) = dimU(t) for all t 2 ;

i = 0; 1; � � � ; n � 1; and the fact that

�i(t)�
�
i (t) = g

�
i (t)J(t)gi(t) = di(t)

it follows from a simple Schur complement argument that

I � �
�
i (t)d

�1
i (t)�i(t) = 0:

These facts further allow us to choose the unitary matrix�i(t) so as
to satisfy the relation

�
�
i (t� 1)d

�1=2
i (t� 1)�

�
i (t) = �

�
i (t)d

�1=2
i (t)

and the generator recursion (7) gets simplified to the following:

0

Gi+1(t)
=Fi(t)Gi(t� 1)H(
i(t� 1))

I 0

0 0

+Gi(t)H(
i(t))
0 0

0 I
: (15)

It is thus clear that

J(t)k
�
i (t)J(t) =H(
i(t))

0 0

0 I

=
0 �
i(t)[I � 
�i (t)
i(t)]

�1=2

0 [I � 
�i (t)
i(t)]
�1=2

is block upper-triangular, and the entire cascade will exhibit
D(TTT 21) = 0:

We can also obtain an expression for the value of (3).
Theorem 3: Consider the setting of Theorem 2 and� = [�tt]t2

denote the optimal diagonal operator

� = max
S2S

fD(	S)
�
D(	Sg:

Then

�tt = [I � 

�
0 (t)
0(t)]

1=2
[I � 


�
1 (t)
1(t)]

1=2

� � � [I � 

�
n�1(t)
n�1(t)] � � � [I � 


�
1 (t)
1(t)]

1=2

� [I � 

�
0 (t)
0(t)]

1=2
:

Proof: Let TTT i denote theith section associated with the proper
generator recursion (15). We already know that the central solution
of the corresponding cascadeTTT coincides with the maximum-entropy
solution and, consequently,

� = (D(TTT 22)
�
)
�1
(D(TTT 22))

�1
:

But, for each sectionTTT i, we have

[D(TTT 22;i)]tt = (I � 

�
i (t)
i(t))

�(1=2)
:

Therefore,

[D(TTT 22)]tt =(I � 

�
0 (t)
0(t))

�(1=2)
(I � 


�
1 (t)
1(t))

�(1=2)

� � � (I � 

�
n�1(t)
n�1(t))

�(1=2)

and the required result now follows.
The previous discussion can be extended even if we drop as-

sumption (11), viz., thatdimRi(t) = dimU(t) for all t 2 and
i = 0; 1; � � � ; n � 1: We omit the details here.

We may add that the case of strictly lower-triangularF (t) covers
the band completion problems studied in [16], as well as some
contractive extension problems considered in [6], [9], [19]—see [4],
[3] for details. It is also connected with the so-called time-domain
model validation problem (see, e.g., [4]).

B. Lower-TriangularF (t)

The notion of proper generators can also be extended, under
additional assumptions, to the case of lower-triangularF (t) (i.e., an
F (t) that is not necessarily strictly lower-triangular) [3]. However,
as [3, formulas (24) and (26)] show, the associated proper recursion
does not lead to upper-triangular termsJ(t)k�i (t)J(t) and, conse-
quently, the individual sectionsTTT i will not satisfy the requirement
D(TTT 21;i) = 0: This means that the central solution of the cascadeTTT

that is constructed via the proper recursion, and using the classical
Schur parameters, will not generally correspond to the maximum-
entropy solution. The best illustration of this case is the consideration
of the classical Nevanlinna recursion, which maps Schur functions
si(z) (i.e., functions that are analytic and bounded by unity in the
unit disc) to Schur functionssi+1(z) as follows:

si+1(z) =
1� f�i z

z � fi

si(z)� 
i

1� 
�i si(z)
;


i = si(fi); s0(z) = s(z); i � 0: (16)
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This relation can be linearized by expressingsi(z) as the ratio of
two power series,si(z) = vi(z)=ui(z): It follows from (16) that we
can also write

(z � fi)[ui+1(z) vi+1(z)] = [ui(z) vi(z)]H(
i)

z � fi

1� f�i z
0

0 1

(17)

whereH(
i) is the elementary hyperbolic rotation

H(
i) =
1

1� j
ij2
1 �
i

�
�i 1

i = lim

z!f

vi(z)

ui(z)
:

We see that each step of (17) gives rise to a first-orderJ-lossless
section with transfer function [5]

TTT i(z) = H(
i)

z � fi

1� f�i z
0

0 1

:

The resulting cascadeTTT (z) that can be associated withn steps of
the above recursion is given by (see [5] for details, where these
cascades were discussed in the context of time-invariant displacement
equations of the formR � FRF � = GJG�)

TTT (z) = TTT 0(z)TTT 1(z) � � �TTTn�1(z):

Let us partitionTTT (z) accordingly withJ = (1� �1)

TTT (z) =
TTT 11(z) TTT 12(z)

TTT 21(z) TTT 22(z)

and consider its central solution

TTT [0] = �
TTT 12(z)

TTT 22(z)
:

(Remark. The notationTTT [0] for the central solution should not be
confused withTTT (0), the value ofTTT (z) at z = 0).

The question of interest is whether this central solution, which cor-
responds to the classical Schur parametersf
ig, has the maximum-
entropy property. According to Lemma 2, the central solution coin-
cides with the maximum-entropy solution if, and only if,TTT 21(z) is a
strictly proper rational matrix function or, equivalently,TTT 21(0) = 0:

So let us verify if this condition is always met in the Nevanlinna
case. For this purpose, we focus only, and without loss of generality,
on the first two sections. That is, assume we haven = 2: This leads
to a cascadeTTT (z) = TTT 0(z)TTT 1(z)

TTT (z) = H(
0)
B0(z) 0

0 1
H(
1)

B1(z) 0

0 1

whose(2; 1) entry is then equal to

TTT 21(z) = �
1

1� j
0j2
1

1� j
1j2
[

�

0B0(z)B1(z)+ 

�

1B1(z)]:

Therefore,

TTT 21(0) = �
1

1� j
0j2
1

1� j
1j2
[

�

0B0(0)B1(0)+ 

�

1B1(0)]

and it is clear that, in general, we haveTTT 21(0) 6= 0; thus confirming
our earlier claim that the central solution of the Nevanlinna cascade
does not coincide, in general, with the maximum-entropy solution.
It is also clear that iff1 = 0 and, consequently,B1(z) = z,
then TTT 21(0) = 0 and the central solution will coincide with the
maximum-entropy solution.

We now show how to use our earlier results in order to modify
the Nevanlinna recursion and obtain an algorithm that leads to a
cascade whose central solution coincides with the maximum-entropy

solution. To clarify this, we first elaborate on the connection of the
Schur parametersf
ig and the generalized reflection coefficients
f�ig: Indeed, we choose�i = I and �i = 1 + fi=1 + f�i in (9)
and write

ki = I � Jg
�

i d
�1

i 1�
1 + fi

1 + f�i
f
�

i

�1

gi:

The generalized reflection coefficient is then related to the Schur
parameter
i via

�i =
1 + f�i

1 + f�i j
ij
2

i: (18)

This leads to the choices

hi = H(�i)
�1

d
�1

i Jg
�

i ki = H(�i)
�1

ki

and to the first-order sections (see [5] for details)

TTT �;i(z) = I + [Bi(z)� 1]
Jg�i gi

giJg�i
H(�i)

Bi(z) =
z � fi

1� f�i z
: (19)

These sections are related to the earlierTi(z) via

TTT �;i(z) = TTT i(z)H(
i)
�1

H(�i):

The corresponding generator recursion is given by

0

Gi+1
= Gi + (�i � I)Gi

Jg�i gi

giJg�i
H(�i): (20)

A simple computation shows that

H(
i)
�1

H(�i) =
j1 + f�i j
ij

2j

(1� jfij2j
ij2)1=2

�

1

1 + fij
ij2
�

�f�i 
i

1 + f�i j
ij
2

�
fi


�

i

1 + fij
ij2
1

1 + f�i j
ij
2

:

If we define

�i =
j1 + f�i j
ij

2j

1 + fij
ij2
ci = f

�

i 
i

then the generator recursion (20) leads to a modified Nevanlinna
recursion of the type

��i si+1(z) + ci

1 + c�i �
�

i si+1(z)
=

1� f�i z

z � fi

si(z)� 
i

1� 
�i si(z)
;


i = si(fi); s0 = s; i � 0: (21)

The central solution of the cascade associated with this modified
recursion now coincides with the maximum-entropy solution. We
should mention that a detailed analysis of this type of recursions
appears in [17], where it is shown that (21) facilitates the study of
the Nevanlinna–Pick problem for an infinite number of data.

IV. CONCLUDING REMARKS

We have shown that the displacement structure theory allows a
general formulation of the maximum entropy problem and yields both
global and recursive solutions. A new set of contractive coefficients
has also been shown to arise in this context, and which are different
from those encountered in other applications of the displacement
theory, e.g., in factorization and interpolation problems.
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Information and Entropy of Continuous
Random Variables

Zdeňek Fabían

Abstract—The mean value of the square of a generalized score function
is shown to be interpretable as information associated with a continuous
random variable. This information is in particular cases equal to the
Fisher information of the corresponding distribution.

Index Terms—Entropy, Fisher information, information function.

I. INTRODUCTION

It is still an open question which quantity should be taken as
a measure of the average amount of information associated with a
continuous random variableX with densityp: It is well known that
Shannon’s differential entropy

hS(X) = Ep(� log p) = � log p(x) p(x) dx

cannot be a natural candidate sincehS can be negative. We show that
a suitably modified Fisher information can serve as such a quantity.

Let T � R, whereR denotes the real line, be an open interval
with the�-field BT of its Borel subsets and let� � Rm be an open
set. Consider the usual parametric model

PT = fT;BT ; p(uj�): u 2 T; � 2 �g

with densities regular in the Cram´er–Rao sense. A simple particular
case is the location modelfR;BR; p(x � �); x; � 2 Rg, where the
location parameter� represents a shift along thex-axis.

Fisher information is usually defined with respect to parameters of
PT : Recall that the Fisher information matrix(gjk(�))m1 is given by

gjk(�) = Epsjsk; j; k = 1; � � � ;m

where

sj(uj�) =
@ log p(uj�)

@�j
(1)

is the likelihood scorefor the parameter�j :
The concept of the Fisher information of a distribution is much

less frequent. It is defined (e.g., [2, pp. 494]) as

I(X) = Eps
2 =

R

s
2(x)p(x) dx (2)

wheres is thescore functionof the distributionp, given by

s(x) = �
p0(x)

p(x)
: (3)

It is easy to see that in the location model we have

I(X) = g11(�)j�=0: (4)

Consider the functions2: R! [0;1): In the case of an unimodal
distribution on (R;BR), it attains its minimum value at the least
informative pointx = 0 of the distribution. By (4), the mean value
Eps

2 has the meaning of an information. It seems that the value
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