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Joint Compensation of IQ Imbalance and
Phase Noise in OFDM Wireless Systems

Qiyue Zou, Member, IEEE, Alireza Tarighat, Member, IEEE, and Ali H. Sayed, Fellow, IEEE

Abstract—Physical impairments like IQ imbalance and phase
noise can cause significant degradation in the performance of
wireless communication systems. In this paper, the joint effects
of IQ imbalance and phase noise on OFDM systems are analyzed,
and a compensation scheme is proposed to improve the system
performance in the presence of IQ imbalance and phase noise.
The scheme consists of a joint estimation of channel and impair-
ment parameters and a joint data symbol estimation algorithm.
It is shown both by theory and computer simulations that the
proposed scheme can effectively improve the signal-to-noise ratio
at the receiver. As a result, the sensitivity of OFDM receivers to
the physical impairments can be significantly lowered, simplifying
the RF and analog circuitry design in terms of implementation
cost, power consumption, and silicon fabrication yield.

Index Terms—Direct-conversion receiver, equalization, IQ im-
balance, Orthogonal Frequency Division Multiplexing (OFDM),
phase noise.

I. INTRODUCTION

HE Orthogonal Frequency Division Multiplexing

(OFDM) modulation technique has recently received
considerable attention and has been chosen for several
standards. The surging interest in OFDM has resulted in
research activities to make the implementation of OFDM
receivers more reliable and less costly in practice. There are
mainly two types of OFDM receiver structures: one is the
direct-conversion receiver and the other is the Heterodyne
receiver [2]. Compared to the Heterodyne receivers, the
direct-conversion receivers have the advantages of low cost,
low power consumption and easy integration, but they suffer
more severely from analog domain impairments. One such
impairment is caused by the imperfectness in the process of
the radio-frequency (RF) signal down-conversion to baseband.
Its effects have been modeled as 1Q imbalance and phase
noise in the literature [2], [3]. IQ imbalance is the mismatch
in amplitude and phase between the I and Q branches in the
receiver chain, while phase noise is the random unknown
phase difference between the phase of the carrier signal and
the phase of the local oscillator. The effects of IQ imbalance
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and phase noise on OFDM receivers have been investigated
in previous works, such as [4]-[7]. Some algorithms have
also been proposed for the compensation of IQ imbalance
[8]-[10] or the compensation of phase noise [11]-[16],
separately. In [17], the joint effects of IQ imbalance and
phase noise on OFDM systems were studied, but the analysis
and the proposed compensation scheme were based on the
concatenation model of 1Q imbalance and phase noise, where
only the common error term of phase noise was considered.
To our best knowledge, there is still no thorough work on
analyzing the system performance degradation caused by the
coexistence of 1Q imbalance and phase noise, as well as the
optimal estimation of channel response and data symbols in
the presence of both impairments.

In this paper, we pursue an explicit formulation for the joint
effects of 1Q imbalance and phase noise, and propose a joint
compensation scheme with performance analysis. The scheme
consists of a joint channel estimation algorithm and a joint
data symbol estimation algorithm. In the channel estimation
algorithm, block-type pilot symbols are transmitted periodi-
cally, and the channel coefficients are jointly estimated with
the 1Q imbalance parameters and phase noise components.'
Instead of estimating the channel coefficients and phase noise
in the frequency domain, we estimate them in the time domain
by using interpolation techniques to reduce the number of
unknowns. The joint estimation technique achieves a more
accurate channel estimate than other conventional methods
that either ignore the impairments or simply model them as
additive Gaussian noise. The mean-square errors of channel
estimation are compared with their associated Cramer-Rao
lower bounds, which shows that our scheme works well with
performance close to the ideal case without the impairments.
In the proposed data symbol estimation algorithm, it is shown
that the joint compensation can be decomposed into the
IQ imbalance compensation followed by the phase noise
compensation. During the payload portion of OFDM packets,
which contains both data tones and pilot tones, the data
symbols and the phase noise components are jointly estimated
at the receiver. The performance of the proposed algorithm
is analyzed in terms of the improvements in the effective
signal-to-noise ratio, and is compared with other compensation
methods.

The paper is organized as follows. The next section de-
scribes the system model and formulates the joint effects of
IQ imbalance and phase noise. The proposed joint channel es-

'All standardized OFDM systems today provide such full pilot symbols
at the beginning of every packet. Therefore, the proposed scheme does not
require any modification to the packet structure and can be applied to existing
standards.
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timation algorithm is presented in Section III, and the Cramer-
Rao lower bounds for estimating the channel response are
also derived. The joint data estimation algorithm is presented
in Section IV, and its performance is analyzed in terms
of the effective signal-to-noise ratio degradation. Simulation
results and performance comparison of different algorithms
are discussed in Section V.

Throughout this paper, we adopt the following notations.
()T denotes the matrix transpose, (-)* represents the matrix
conjugate transpose, and conj{-} takes the complex conjugate
of its argument elementwisely. Re{-} and Im{-} return the
real and imaginary parts of its argument, respectively. diag {-}
represents the diagonal matrix whose diagonal entries are
determined by its argument. Tr{-} returns the trace of a matrix.
E{-} is the expected value with respect to the underlying
probability measure. I is the identity matrix of size K x K,
and Iy is the Fisher information matrix associated with the
parameter vector 6.

II. SYSTEM MODEL

Fig. 1 shows the block diagrams of a direct-conversion
receiver with and without IQ imbalance and phase noise.
We first formulate the effects of IQ imbalance and phase
noise on the received continuous-time baseband signals in
Subsection II-A, and then discuss their effects on the received
OFDM symbols in Subsection II-B.

A. IQ Imbalance and Phase Noise

Let z(t) be the transmitted continuous-time baseband sig-
nal. The transmitted passband signal, namely, the radio-
frequency signal x,(t) is given by

zp(t) = Re{v2z(t)e/?™ !} (1)
= \/§Re{x(t)} cos(2m fet) — \/ilm{:z:(t)} sin(27 ft),

where f. is the carrier frequency and the normalization factor
/2 ensures that z(t) and x,(t) have the same average power.
Let h,(t) be the continuous-time impulse response function
of the passband channel. Then the received passband signal
yp(t) is given by the convolutional integral of z,(¢) and h,(t)
plus additive white Gaussian noise wp(t), i.e.,

w®= [ ht-nnmi G @
Let h(t) = hy(t)e 727/t represent the continuous-time im-
pulse response function of the equivalent baseband channel.
We use o

nlt) = [ bt~ rya(rr ®
to represent the received baseband signal in the absence of the
impairments and noise. Note that the passband signals x,,(t),
yp(t) and the passband channel response h,(t) are all real
functions, while the baseband signal x(¢) and the baseband
channel response h(t) are complex. It then follows from (1)-
(3) that y,(t) can be expressed as

yp(t) = Re{\/iyo(t)eﬂ’rfct} + wy (t).

In an ideal direct-conversion receiver, as shown in Fig. 1(a),
the sinusoidal signals used for I- and Q-branch mixing have

the same amplitude and are orthogonal to each other. Also,
their phase is perfectly aligned with the carrier signal. In this
case, the received baseband signal after down-conversion is

y(t) = yo(t) +w(t),

where w(t) is the additive Gaussian noise in the baseband.
However, as shown in Fig. 1(b), the actual oscillator signals in
the I and Q branches are slightly different from the ideal oscil-
lator signals due to the imperfectness of the local oscillator and
90° phase shifter. The constants « and 6 model the amplitude
and phase imbalances between the I and Q branches, while the
phase noise term ¢(¢) models the phase difference between the
carrier signal and the local oscillator. Based on this model, it
can be shown that the received baseband signal y(t) is related
to the transmitted baseband signal x(¢) by (see [18] for a
derivation):

s (2) dosn ()] 0wty @
+ [acos (g) + jsin (g)} eIy (1) + w(t),

where yo(t) is given by (3). Letting

cos o j o si b cos b + 7 si o
= — | —jasin | = V= = in | —
M B J 5 ) B J 5 )
expression (4) can be represented as
y(t) = ne®Dyo(t) +ve P Wys(t) +w(t). ()

In the absence of IQ imbalance and phase noise, i.e., when
a=0,60=0, and ¢(t) = 0, we have the traditional relation

y(t) = yo(t) + w(t).

y(t) =

B. OFDM Modulation and Demodulation

At the OFDM transmitter, the bits from information sources
are first mapped into constellation symbols, and then converted
into a block of N symbols X[k], k =0,1,...,N —1, by a
serial-to-parallel converter. The N symbols are the frequency
components to be transmitted using the N subcarriers of the
OFDM modulator, and are converted to OFDM symbols x[n],
n = 0,1,...,N — 1, by the unitary inverse Fast Fourier
Transform (IFFT), i.e.,

;2nnk

1 N-1
x[n]:\/—NI;)X[k]e el

A cyclic prefix of length P (P < N) is added to the
IFFT output in order to eliminate the inter-symbol interference
caused by multipath propagation. The resulting N+ P symbols
are converted into a baseband signal z(t) for transmission. Let
T be the sampling time of the system. At the demodulator,
the received baseband signal y(t) is sampled at period Ts.
After removing the cyclic prefix, a block of N symbols y[n],

n=0,1,...,N —1.

n=20,1,..., N — 1, is obtained, whose elements are related
to z[n], n =0,1,..., N — 1, through (5) by
y[n] = y(nTy)
= ped Ty (nTy) + ve 72T ys(nTy) - (6)
+ w(nTs).
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(a) A direct-conversion receiver with perfect oscillator signals.
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(b) A direct-conversion receiver with IQ imbalance and phase noise. The constants « and
0 model the amplitude and phase imbalances between the I and Q branches, while ¢(¢)

models the phase noise.

Fig. 1.

In the continuous-time domain, yo(¢) is equal to the con-
volutional integral of the channel impulse response and the
channel input, as shown in expression (3). Let h[n] repre-
sent the equivalent discrete-time baseband channel impulse
response. Assume that h[n] has length L, i.e., h[n] = 0 if
n ¢ {0,1,...,L — 1}. With the aid of the cyclic prefix and
provided that L — 1 < P, linear convolution becomes circular
convolution in the discrete-time domain, i.e.,

yo(nT.) = hfn] @ fn] = 3 Al(n — r)xlalr],

where @ denotes circular convolution and (n —r)y stands for

((n —r) mod N). Expression (6) can then be written as
yln] = ue’* 1) (hln] ® [n])

+ ve 30T (h[n) ® x[n])* + w(n], 7

where w(n] is additive Gaussian noise. The unitary Fast
Fourier Transform (FFT) is then performed on y[n], n
0,1,...,N —1, to obtain Y[k], k=0,1,..., N — 1. Let

N-1

1 5 - 2mkn
_ ¢(nTs) ,— ok o .
Awy_Ng;y e IR k=0,1,...,N—1, (8
and
L—1
H[k}:Zh[n]e—jzﬂj\?n’ k:Oa17aN_1
n=0
Also, we denote
N-1
Z[k) = Alkl® (HkKIX[k]) = > Al(k—r)N]H[F]X[r]. (9)
r=0

It then follows from (7) that the output symbols Y[k], k =
0,1,..., N — 1, after OFDM demodulation are related to the

Block diagrams of a direct-conversion receiver with and without IQ imbalance and phase noise.

data symbols X [k] by

Y] = uZ[k] + vZ*[(N — k)n] + WK

=pu Z_ Al(k —r)N|H[r) X [r] (10)
+v Z_: A*[(N — k — r)N|H*[r] X*[r] + W[k]

where W k] is the additive noise in the k" subcarrier and is
given by the discrete Fourier transform of w(n]. Using matrix
notation, (9) can be represented as

z = AHx (11)
where
z= [ z[0] Z[1] zZIN -1 ",
x=[x[0] x[1] ... x[N-1]",
[ A[0] A[N —1] A[l]
All] A0 o A2
A= : : . S R
AN 1] AN -2 A[O)
[ H[0O] 0 0
0 H[J 0
H= :
0 0 HIN —1]
Then, expression (10) can be represented as
y = uz+vz+w, (13)
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where
y=[Y[0] Y[ yIv-1]]",
7= [ 72*[0] Z*[N 1] A
w= [ W[o] W[ WiN-1]]".

Combining (11) and (13), we have

y = pAHx + vA - conj{H} - conj{x} + w,  (14)
where
A0 AN —1] A1)
| av =1 AN -2 A¥[0)
A- | : :
A1) A¥[0) A7)

Expression (10) and (14) formulate the effects of IQ imbalance
and phase noise on the received symbols after OFDM demod-
ulation. Based on this model, we shall develop a compensation
scheme and analyze the system performance with and without
compensation.

ITI. CHANNEL ESTIMATION

A. Proposed Algorithm

One significant characteristic that distinguishes wireless
communications from wireline communications is that wire-
less channels are time-varying. In OFDM systems, a training
stage is required to estimate or track the channel response. In
the presence of IQ imbalance and phase noise, the problem
becomes more challenging because the received signals are
altered not only by the channel but also by the physical
impairments associated with the receiver. In the proposed
channel estimation algorithm, block-type pilot symbols are
transmitted, in which all subcarriers are used for the pilot
symbols known to the receiver. For convenience of exposition,
we assume that at each time, only one OFDM symbol is used
as the block-type pilot symbol for channel estimation. Since
the OFDM demodulation output y is related to the training
symbol x through expression (14), the proposed algorithm is
based on the following optimization problem:

min ||y — pAHx — VA - conj{H} - conj{x} H2 (15)
v, AJH

We notice that there are N unknowns in H, N unknowns in
A, plus two additional unknowns p and v. Thus, the solution
to this problem is not unique, since we have less observations
(in y) than unknowns. To overcome this difficulty, we can
reduce the number of unknowns by modeling the channel and
the phase noise process with fewer parameters, as proposed in
[16]. Since the length L of the discrete-time baseband channel
impulse response is normally less than the OFDM symbol
size N, we can relate H[k], Kk = 0,1,...,N — 1, to h[n],
n=20,1,...,L — 1, through

h = Fuh/, (16)

where
h= [ H[0] H[1] HN -1 1",
W' = [ h0] A[1] nr-11",
1 1 1
1 eI e~J =
Fp =
1 e_.z;(zj\\r;l) _jZW(N.fjj\l,)(L—l)

Instead of estimating h, we can estimate h’. This reduces
the number of unknown channel coefficients from N (in the
frequency domain) to L (in the time domain). For the phase
noise, instead of estimating A[k], Kk =0,1,..., N —1, we can
estimate the phase noise components in the time domain, i.e.,
ed?(nTs) p=0,1,...,N — 1. In order to reduce the number
of unknowns, we can estimate /¢(MN=1T:/(M=1)) for p =
0,1,...,M —1 (M < N), and then obtain the approximation
of e7¢("Ts) 'n =0,1,...,N — 1, by interpolation. Let

c= [ e id(T) eI d((N=1)T,) ]T7

T
o — {em(o) Qi () IS (N=1)T.) }

Then,

c~ Pc, (17

where P is an interpolation matrix.> Using (8), we have

1 1
a= NFac% NFaPC/, (18)
where
a= [ A0] A[] AN 1] 7,
1 1 1
1 e IR .oed ey
F, =

L2m(N—1) .27r.(N—1)2

1 e N e J— N~

Moreover, we realize that in (15)

(1) there exists an ambiguity of a scaling factor in the
estimates of u, A and H;

(2) there exists an ambiguity of a scaling factor in the
estimates of v, A and conj{H}.

2If the power spectral density (PSD) of the phase noise is unknown, P can
be constructed from linear interpolation. That is, its element at the nth row
and m*" column is given by the equation at the top of the next page. where
n=12...,Nand m = 1,2,..., M. If the PSD of the phase noise is
known, the optimal interpolation matrix P, can be obtained by minimizing
the mean-square error of interpolating ¢ from c’, i.e.

P, = arg min E le—Pc|?
from which the optimal P, is given by
-1
Po =Rcc'R,
where Reer = E{cc’*} and Ry = E {c’c’*}. Throughout this paper,
we assume that the receiver has no information about the phase noise
spectrum characteristics. The interpolator constructed from linear interpolation

is convenient because it does not require any information about the phase noise
spectrum.
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ff mDOD) vy,
if (m*AQ/[)(Jl’*l) <n-1< (m ]\1/[)(1\17 1)
otherwise,

To resolve the ambiguities, instead of estimating u, v, A and
H, we estimate the following quantities:

1 v "

= —, A :LA7 H//:

A[0|H 19
where
A"[0] A"[N —1] A"[1]
A// [1] A// [O] A// [2]
A" = . ) : (20)
A"[N —1] A”[N -2] A"[0]
with
A"[0] = 1 and A”[K] = ﬁ ] for k= 1,2,... N —1,
and
H"[0] 0 e 0
0 H'1] ... 0
H' = : . 2D
0 0 H"[N —1]
with
H"[k] = pA[0]H[k] for k =0,1,...,N — 1.
With (19), expression (14) can be rewritten as
y = A"H"x + V" A" - conj{H"} - conj{x} + w,
where
(A”[op* (AN —1])" (A”[1])*
X (A"[N —1])"  (A"[N —2))" (A"[0])"
(A"[1]) (A"[0]) (A"[2])
(22)
Correspondingly, we define
" = ﬁc’ and h” = pA[0]h'.
It follows from (18) and (16) that
a~ %FaPc” and h = Fph” (23)
where
a= [ A"[0]  A"[1] A"[N —1] ]T,
h= [ H'[0)] H"[] H'IN -1] ",

Note that A”[0] = 1. Consequently, knowing x and y, we can
estimate H” by solving

V//nclj/nh// y — A"H"x — V" A" - conj{H"} - conj{x} H2

subject to A”[0] = 1. (24)

This optimization problem (24) is nonlinear and nonconvex.
An iterative method for finding a sub-optimal solution is

presented in Algorithm 1, in which we improve the estimates
of v”, ¢” and h” recursively by allowing small perturbations
in them and then finding the optimal values for these per-
turbation terms. It can also be viewed as local linearization
of a nonlinear system by using a first-order approximation.
Since the amplitude of IQ imbalances and phase noise is
usually small, the true values of v and c” are close to
their nominal values 7} = 0 and ¢ = [1 1 ...1]7. It is
shown by computer 51mu1at10ns that the objective function
decreases with ¢ = 1,2,..., and eventually converges to a
local minimum. The obtained estimates of " and H” will
be used in the data transmission stage for estimating data
symbols.

B. Cramer-Rao Lower Bound (CRLB) for Channel Estimation

To evaluate the proposed algorithm, we compare its perfor-
mance with the Cramer-Rao lower bound (CRLB) that gives
a lower bound on the covariance matrix of any unbiased
estimator of unknown parameters [20]. Three scenarios are
considered here and they can be either exactly or approxi-
mately modeled by

y=s8¢+tWw,

where y is the observed data vector of length NN, sg is the
noise-free data vector that depends on the parameter vector
0, and w is the vector of circularly symmetric Gaussian
noise with covariance matrix E{ww*} = o3, Iv. The Fisher
information matrix for this data model is given by [20]

L (0Sp[k] [ 9Selk]\
W,;)R{ o () b

T
8Se[k] 9Selk 8Se[k .
= { GZE] agi] ae‘?gl]} (/6] is the

dimension of @). By the CRLB, any unbiased estimator 0
of @ has a covariance matrix that satisfies

var{0} = E{(6 — 0)(8 — 6)*} > I,

056k
where 50

27)

where var{H} >1, ! is interpreted as meaning that the matrix
var{B} I, ! is positive semidefinite. In the following deriva-
tion, we assume: 1) The pilot symbols X [k] are independent
and identically distributed with zero mean. They also have the
same power and let 0% = | X [k]|?. 2) The pilot symbols, the
phase noise, the channel coefficients and the additive noise are
independent of each other. 3) The channel coefficients H[k]
are circularly symmetric Gaussian distributed with mean zero
and variance 0%, = E{|H[k]|*}.

Scenario 1: No Impairment

In this scenario, there is no analog impairment in the system.
We consider two cases: one estimates h and the other estimates
h'. If h is estimated, the system is modeled as

y = Hx +w,
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Algorithm 1 Joint Channel Estimation

0: Let v =0and ¢ =[1 1 1]T. Find the initial fl{)’ by solving

o ; O |12
o =argmin |y —H x|

The expression for ﬁg is given by
h{ = (F;,X"XFy,) 'Fj X"y,
where X = diag{x}.
li=1
2: repeat
3: Letaj_1 = NFaPA” , and h,_ = th’Ll
4 Find Av/’, Ac} and Ah! by solving the following optimization

problem:
Au”,Amg}r/l,Ah// |y — (A B x + 57 Ay @5
-conj{H}"_;} - conj{x}) — [(AA")H] ;x+ A} | (AH")x]

[(AV”)A”Z 1 - conj{H/_,} - conj{x} + D" , (AA"")
-conj{H}_;} - conj{x} + Dj"_

subject to gAc” =0,

where g is the first row of %FBP, and AY |, E’i,l, H/ | are
determined from @;_1 and h;_1 according to (20), (22) and (21). The
constraint gAc” = 0 guarantees that A”’[0] is equal to 1. Problem
(25) can be formulated as a standard least-squares problem of the
following form (see [18] for more details):

min ||y — Ax |
X

Here,
X = [ Re{Ar"} Im{Av"} Re{Ac”}T Im{Ac"}T
Re{Ah’}T  Im{An"}T |7
where the vector Ac”’ = [Ac’[1] Ac[2] Ad' M - 1] }T

contains all elements of Ac’ except its first element, Ac’[0]. The
matrix A and vector y are formed according to (25), and the constraint
gAc” = 0 eliminates Ac’'[0] from the optimization parameters. The
optimal solution is given by
_ T 1T
Xo=(A A)T1A'y
5.  Update the estimates of v”/, ¢’ and h' according to
v =0+ AV, ¢ =¢/ ,+Ac!, hf/ =h] , + Ah}.

6: i=1+1
7: until there is no 31gn1ﬁcant improvement in the objective function || y—
AVH!x A”A” - conj{H'} - conj{x} ||

VA7 - conj{AH"} - conj{x}] ||2

where sg = Hx and

0 = [ Re{H[0]} Re{H[N —1]} Im{H[0]}
m{H[N -1} |"
By (26) and (27), we have
E{|Hk - H}[*} > ”W. (28)

If h' is estimated instead of h, the system model becomes
y = XFph' +w,

where X = diag{x}. In this case, sg = XFph'. Using (26)
and (27), we have
il

B{[hlrn] - e
P

hin]|} >

from which it follows immediately that

E{|H[K - H[k]|” > 5 L‘TW.

(29)

Scenario 2: Without any Compensation when Both 1Q Imbal-
ance and Phase Noise are Present

In the presence of the impairments, the system model (14)
can be rewritten as

y = nAHx + vA - conj{H} - conj{x} + w
= pA[0JHx + u(A — A[0]Iy)Hx
+ vA - conj{H} - conj{x} + w.

We treat H” = pA[0]JH as the “true” channel response
to be estimated because of the scalar ambiguity. The term
w(A — A[0]Iy)Hx + vA - conj{H} - conj{x} + w can be
approximately regarded as additive white Gaussian noise with
covarlance matrix {[(1 =03 o)|ul® +[v[?]oFo% + 03y} - In,
where 0% ; = E{|A[0]]*}. The CRLB can then be computed
as

E{ |1 A0 H k] — pA[0]H[K]|"}
> [(1=c%0)luf® + [v|*]o + % (30)
Similarly, if h’ is estimated, then
E{ |1 A0 H[K] — pA[0]H[K]|"}
= %[(1 — % 0) lul® + V] + ffjg (31)

Scenario 3: With the Proposed Joint Estimation when Both IQ
Imbalance and Phase Noise are Present

In this case, the CRLB for estimating H is computed based
on the following model:
y = A"H"x + " A” - conj{H"} - conj{x} + w
= AL H x + V" A" oo - conj{H"} - conj{x}
(AN Aélilppro)HHX + VH(E/ - A\ﬁappro)

-conj{H"} - conj{x} + w, (32)

where A7, is determined by the vector @y = +F.Pc”
according to the construction of A”. Note that A" — al Ao
represents the modeling error existing in the approximation

given by (23). The parameter vector to be estimated is
6= [ Re{v"} Im{v"} Re{c”}T Im{c"}T
Re{h//}T Im{h//}T ]T

where the vector ¢ = [¢[1] ¢"[2] "M - 1]]T
contains all elements of ¢’ except its first element ¢”’[0]. Note

that ¢”’[0] is determined by ¢”’[m], m = 1,2,..., M — 1, be-
cause of the constraint A”[0] = 1. Hence, sg = Ag’ppmH” x+

VA appro - conj{H"} - conj{x}, and the noise term in expres-
sion (32) is
Al/

1 — (A// apprO)H//X
V(A — Xappm) -conj{H"} - conj{x} + w.
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The covariance matrix of w’ is approximately equal to
o2 1N, where

oiyn = (L+[V"1%) - B{||E = Buppro|I*| H"[K]]*} - 0} + oy
= (Iul? + %) - E{lla — awprol*} - o0 + aiyy
~ (I + v?)
1
: (1 — NTr{P(P*P)lP*RC}> 0HOD + Oty
Here, Rc = E{cc*} and E{|la — agpm|*’} = 1 —

+Tr {P(P*P)"'P*R.} is given by the minimum mean-
square error of approximating ¢ by Pc’ in (17).

Consequently, Iy and the associated CRLB for h” can be
computed (see [18] for more details). In the computation, the
covariance matrix R of the phase noise vector ¢ depends on
the phase noise spectral characteristics. Given a specific phase
noise model, R. can be computed analytically [16]. By using
the relation h = Fr,h”, we have

E{|n Al H[K] — pADH[K)?} = B[R 1|}, (33)

The lower bound for H[k] can then be derived from the lower
bound for h”. It is noted that the estimation performance de-
pends on M, and the CRLB allows us to select an appropriate
M. A trade-off exists here, because a large M gives better
interpolation performance but at the cost of the degree of
freedom, while a small M reduces the number of unknowns
but causes larger interpolation error [16]. In Section V, we
compare the mean-square errors of channel estimation with the
derived CRLB, and show that the CRLB is a good theoretical
measure for the estimation accuracy.

IV. DATA SYMBOL ESTIMATION
A. Proposed Algorithm

Assume that the receiver has acquired the channel response
H” and the IQ imbalance parameter v”. Given the system
model

y — Z// + ]/HZN + W

where z"/ = A"H"x,
2" = [ 2"0] Z"[1] Z2"IN -1 17,
' = [ (Z'[0)" (Z'[N -1 (21",

we are now interested in estimating the transmitted vector x.
By inspecting the model, it is noticed that the problem can
be decomposed into two separate compensation problems: 1Q
imbalance compensation and phase noise compensation, as
illustrated in Fig. 2. First, z” is estimated from y by using
any IQ imbalance compensation method; then, x is estimated
from z” by using any phase noise compensation method. Here,
we apply the post-FFT 1Q compensation technique developed
in [10] and the phase noise compensation technique developed
in [16]. To compensate for phase noise, we also assume that
comb-type OFDM symbols are transmitted in the payload
portion of each packet. In each comb-type symbol, some
subcarriers are used for pilot symbols, while the others are
used for data symbols. The two-stage algorithm is summarized
in Algorithm 2.
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Joint Data Symbol Estimation

Phase Noise X
Compensation

N>

y 1Q Imbalance
Compensation

Fig. 2. Block diagram of the data symbol estimation algorithm. It can be
decomposed into the IQ imbalance compensation block and the phase noise
compensation block.

Algorithm 2 Data Symbol Estimation

1: Estimate z’/ from y. This can be done by

Y[k] = v"Y*[(N = k)n]

lek —
[ ] 1_‘11//‘2

, k=0,1,...,N — 1.

2: Use the method given in [11] to estimate the common phase rotation
A[0]. Assume that kpiior,j, j = 1,2, ..., Q, are the subcarrier indices of
the @ pilot tones. The common phase error coefficient A[0] is estimated
by

S5y (H Irpion3])” (X Thpiton31) ™ 2" it ]

Al0] =
. Z?zl !H”[kpilot,jHQ |X[kpi1m,j]|2

Let ey = [ A[o] ap) 1"

i=1

. repeat

Leta;,_1 = iFaPE’F1 and construct A;_; from a;_; according
to (12). Find the associated optimal Xgaa,;—1 by solving the following
least-squares problem:

Al0]

ARl

~ . I 1!
Rdata,i—1 = argmin || 2" — Agitot,i— 1 HitoeXpitot (34)

Xdata
_A = 2
data,i—1 F ;g Xdata

where Xl is the sub-vector of x that consists of all the pilot symbols
and Apijor,i—1 and H;’ilm are the associated sub-matrices of A;_1 and
H/'’'. Moreover, Xga, 1 the sub-vector of x that consists of all the data
symbols and Agya,i—1 and H(/llula are the associated sub-matrices of
A;_1 and H". The expression for Xaa,i—1 is given by

1
-~ — (a” =1 [ Ax A A*
Xdata,i—1 = ( data) ( data,z—1 dﬂlﬂaifl) data,i—1

: (EN - Apilot,i—ngi]mxpilol) .
. ; ; o ; ; .
7: Find the optimal €] by solving the following least-squares problem:
¢} = arg min 12" - ApilmH;’ilmxpilm (35)
Cc
-~ 2
- AdalaH(l[lamxdata,ifl H

where Ao and Ay, are determined from ¢’ according to (18) and
(12). The expression for € is given by

¢ = N(P*FLT*TFaP) 'P*F;T*%",

where T is the circulant matrix formed by the elements of H”X; 1
with X;_1 formed by Xpijor and Xgata,i—1-
8 i=i+1
9: until there is no significant improvement in the objective function || 2" —
Apilol,iH;)/ilolxpilot - Adata,iHé;[aﬁdata,if 1 ”2

B. Performance Analysis

In this subsection, we analyze the effects of 1Q imbalance
and phase noise on OFDM systems in terms of the signal-
to-noise ratio degradation. The expressions of the effective
signal-to-noise ratio at the receiver are derived by assuming
that 1) the data symbols X [k] are independent and identically
distributed with mean zero and variance 0% = E{|X[k]|?};2)
the data symbols, the phase noise, the channel coefficients and
the additive noise are independent of each other; 3) the channel

Authorized licensed use limited to: Univ of Calif Los Angeles. Downloaded on May 15, 2009 at 13:17 from IEEE Xplore. Restrictions apply.



ZOU et al.: JOINT COMPENSATION OF IQ IMBALANCE AND PHASE NOISE IN OFDM WIRELESS SYSTEMS

coefficients H|[k| are independently identically distributed and
circularly symmetric Gaussian with mean zero and variance
ot = E{|H[K]|*}.

Scenario 1: No Impairment
In this case, there is no impairment in the system. Since
Y[k] = H[K|X[k] + W[k],
the effective signal-to-noise ratio is then given by
E{|H[kX[F)*}  ofo%

SN = "B {WHE o

(36)

Scenario 2: No Compensation for Phase Noise and IQ Imbal-
ance

In the presence of the IQ and phase noise impairments,
the receiver does not perform any compensation. The system
model (10) can be rewritten as

Y[k = HKXTK] + (nA[0] — ) H[KX[k]

N-1
tu Y Allk—r)N]HIIX[7]
r=0,r#k
N-1
vy AN =k = r)N]H [P X [r] + WK,
r=0
where H[k] X [k] is the desired signal component and the other
terms are regarded as additive noise. The effective signal-to-
noise ratio is computed as

ook
(1= 2Re {pA[0]} + |pl* + [v[?) oF0% + oy
_ SNRy e
(1 —2Re {A[0]} + |2 + |v|?) SNRg + 1

SNR,, =

Scenario 3: 1Q and Common Phase Error (CPE) Compensa-
tion, i.e., 1, v and A[0] are Known

In this case, the IQ imbalance and the CPE term are
compensated for at the receiver, as proposed in [17]. The
system model (10) can now be rewritten as

Y[k] = pA[O]H[k] X [K]
+ v A OJH*[(N = k)N]X*[(N = k)N]
N-1
+ Al(k —r)n] - H[r]X[r]
r=0,r#k

oY AN - k- N E X W,

rA(N—k)x
where pA[0|H k] X [k]+vA*[0]H*[(N —k) ] X *[(N—k)n] is
the desired signal component and the other terms are regarded
as additive noise. The effective signal-to-noise ratio is given
by
(Iuf? + [v*)of 0o hok
(1P + W)X =03 )oto% + oy
(I + [v[*)o% oSNRg

= . 38
P+ W) (1 — 0% )SNRe +1° OO

SNRig+cPE =

411

—+— No impairment

35H No compensation

—Q— 1Q + CPE correction
Proposed algorithm

w
o

Effective SNR (dB)
-

&

a
T

10 15 20 25 30 35 40
_ 22,2
SNR0 = O'HGX/GW (dB)

Fig. 3. Plots of the effective signal-to-noise ratio at the receiver by using
(36)-(39) when a = 0.1, = 10° and £ = 5 kHz.
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Fig. 4. Power spectral density (PSD) of the phase noise with £ = 5 kHz.
The PSD is measured in dB with respect to the carrier power, namely, dBc.

Scenario 4: the Proposed Joint Compensation Scheme

With the proposed algorithm, we rewrite the system model
(14) in the matrix form as

Yy = pAapproHx + l/;&appm -conj{H} - conj{x}
+ '[L(A — Aappro)HX + V(A - ;&appro)
-conj{H} - conj{x} + w,

and hence the effective signal-to-noise ratio is given by (see
the equation at the top of the next page).

Fig. 3 plots the effective signal-to-noise ratio for different
compensation scenarios by using expressions (36)-(39) when
a = 0.1, # = 10°, and the phase noise is generated by an
oscillator according to the model given in [16] with linewidth
¢ =5 kHz.

V. COMPUTER SIMULATIONS

In the simulations, the system bandwidth is 20 MHz, i.e.,
Ty = 0.05 ps, and the constellation used for symbol mapping
is 16-QAM. The OFDM symbol size is N = 64 and the prefix
length is P = 16.> The channel length is 6, and each tap

3This is the same as in the IEEE 802.11a standard.
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E{|| 1A appro Hx + Vgappro -conj{H} - conj{x}||2}

SNRyprop = ~ . . 2
E{||1(A — Agppro) Hx + (A — Ayppro) - conj{H} - conj{x} + w||"}
_ N (|l + v?) - E{llawppol®} - 0fok
N(|pl? + [v?) - E{lla — awpo 2} - 0Fr0% + Nogy,
(Iuf2 + |v?) - £Te {P (P*P) ' P*Re } - o0
T () (1 - ATr{P (PP) ' P'Rc}) - o30% + 0%,
(Iuf? + %) - Tr {P (P*P) "' P'Re } - SNRy o)
(|2 +v2) - (1= %Tr{P (P*P)”! P*RC}) -SNRg + 1

—}— No impairment and h is estimated

—O— No impairment and h'’ is estimated
No compensation and h is estimated
No compensation and h’ is estimated
Proposed algorithm (Algorithm 1)

MSE of HK]

15 20 25 30

35

10 40
SNR = 6%/, (dB)
(a) Mean-square error obtained by computer simulations.
10°

MSE of HK]

—4— No impairment and h is estimated
== = No impairment and h is estimated (CRLB)
—E— No impairment and h’ is estimated
=©® = No impairment and h’ is estimated (CRLB)
No compensation and h is estimated
No compensation and h is estimated (CRLB)
No compensation and h’ is estimated
= No compensation and h’ is estimated (CRLB)
Proposed algorithm (Algorithm 1)
Proposed algorithm (CRLB)

35

30
SNR = 6%/ (dB)

15 20 25

40

(b) Mean-square error vs. CRLB computed by using the formulas derived in Subsection III-B.

Fig. 5. Plots of the MSE and CRLB for channel estimation when oo = 0.1, § = 10° and £ = 5 kHz. Five cases are simulated: i) There is no impairment and

h is estimated. ii) There is no impairment and h’ is estimated. iii) Both 1Q

imbalance and phase noise are present but the receiver assumes no impairment

when estimating h. iv) Both IQ imbalance and phase noise are present but the receiver assumes no impairment when estimating h’. v) Both IQ imbalance
and phase noise are present and the proposed channel estimation algorithm is applied.

is independently Rayleigh distributed with the power profile
specified by 6 dB decay per tap. The average power of the
channel response is normalized to 1, i.e., alzq = 1. We simulate
an OFDM receiver with the IQ imbalance specified by o =
0.1 and # = 10°. The phase noise is generated according to
the model given in [16] with linewidth £ = 5 kHz, and its
spectrum is shown in Fig. 4.

We first examine the performance of different channel esti-

mation algorithms for different scenarios. In the simulations,
only one block-type pilot symbol is used for each time of

Authorized licensed use limited to: Univ of Calif Los Angeles. Downloaded on May 15,

channel estimation. The assumed channel length in the time
domain is L = 16 and the length of the phase noise vector
to be estimated is M = 8% Fig. 5(a) plots the mean-
square errors (MSE) of different channel estimation algorithms
vs. the normalized signal-to-noise ratio at the receiver, i.e.,
SNR = 0% /0,. It is shown that estimating h’ rather than
h can improve the accuracy in terms of MSE by a factor
of L/N = 16/64 = —6.02 dB. The proposed joint channel

4L is the assumed maximum channel length and equal to the cyclic prefix
length P.

2009 at 13:17 from IEEE Xplore. Restrictions apply.
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Fig. 6. Plots of the MSE of channel estimation vs. the number of iterations
when a = 0.1, # = 10° and £ = 5 kHz.

estimation algorithm performs better than the conventional
methods that simply treat the impairments as additive noise.
In Fig. 5(b), the CRLB is plotted in dotted lines by using the
expressions (28)-(31) and (33). By comparing Fig. 5(a) and
Fig. 5(b), it can be seen that the CRLB gives a good measure
about the accuracy of different algorithms. Moreover, Fig. 6
demonstrates that the proposed channel estimation algorithm
requires about 10 iterations to ensure convergence.

The proposed data symbol estimation algorithm is simu-
lated in comparison with the ideal OFDM receiver with no
impairment and the IQ+CPE (common phase error) correction
scheme proposed in [17]. During the payload portion of
OFDM packets, 16 out of the 64 subcarriers are used for
pilot tones, i.e., @ = 16. Fig. 7 shows the uncoded bit
error rate (BER) performance of the system when the receiver
has the perfect channel information, while Fig. 8 shows the
uncoded BER performance when the receiver only has the
estimated channel information. It is demonstrated by Fig. 7
that the proposed algorithm achieves better performance in
phase noise compensation even if the receiver has perfect
channel information. Compared to the IQ+CPE scheme, the
proposed method achieves lower BERs, because it not only
corrects the common phase rotation of the received constella-
tion but also suppresses part of the inter-carrier interference
caused by phase noise. In other words, the proposed algorithm
can reduce the sensitivity of OFDM receivers to the analog
impairments effectively. Fig. 8 shows that if the receivers
have to estimate the channel response, the proposed channel
estimation algorithm obtains better channel estimates and thus
improves the system performance.

The proposed channel estimation algorithm needs to solve
a linear least-squares problem, i.e., (25), iteratively, while the
proposed data symbol estimation algorithm needs to solve two
least-squares problems, i.e., (34) and (35), iteratively. The
simulations suggest that about 10 iterations for the channel
estimation and 20 iterations for the data symbol estimation
are generally sufficient to guarantee convergence. Solving a
general least-squares problem of size N has computational
complexity O(N?3). Thus the complexity of the proposed
scheme is O(K N?3), where K denotes the number of iter-

Uncoded BER

—— No impairment
No compensation

—&O—1Q + CPE correction
Proposed algorithm

" ‘
10 15 20 25 30 35 40
_ 22,2
SNFI0 = GHGX/GW (dB)

10

Fig. 7. Plots of uncoded BER vs. SNRy when the receiver has the perfect
channel information. Four scenarios are simulated: i) There is no impairment.
ii) Both IQ imbalance and phase noise are present, but no compensation is
applied. iii) Both IQ imbalance and phase noise are present, and the IQ+CPE
correction scheme proposed in [17] is applied. iv) Both IQ imbalance and
phase noise are present, and the proposed data symbol estimation algorithm
is applied.

Uncoded BER

—— No impairment
No compensation

—&—1Q + CPE correction

Proposed algorithm

10 15 20 25 30 35 40
_ 22,2
SNFI0 = GHGX/GW (dB)

Fig. 8.  Plots of uncoded BER vs. SNRy when the receiver only has
the estimated channel information. Four scenarios are simulated: i) There
is no impairment. ii) Both IQ imbalance and phase noise are present, but no
compensation is applied. iii) Both IQ imbalance and phase noise are present,
and the IQ+CPE correction scheme proposed in [17] is applied. iv) Both
IQ imbalance and phase noise are present, and the proposed data symbol
estimation algorithm is applied.

ations. The aforementioned complexity can be reduced by the
following efficient implementation. First, the channel estima-
tion algorithm is only exploited occasionally, e.g., once per
several packets, because the channel and IQ parameters are
usually slowly time-varying. For data symbol estimation, the
circularly symmetric structure of A and the sparse structure
of P can be exploited to achieve complexity O(N log, N).

VI. CONCLUSIONS

In this paper, the joint effects of IQ imbalance and phase
noise on OFDM systems are studied. A compensation scheme
is proposed that consists of two stages. One stage is the
joint channel estimation, and the other is the joint data
symbol estimation. The proposed channel estimation algorithm

Authorized licensed use limited to: Univ of Calif Los Angeles. Downloaded on May 15, 2009 at 13:17 from IEEE Xplore. Restrictions apply.



414

performs close to the derived Cramer-Rao lower bound in
the presence of the impairments. Also, the analysis and sim-
ulations show that the compensation scheme can effectively
improve the system performance and reduce the sensitivity
of OFDM receivers to the analog impairments. This work
can be further extended to include other analog distortions,
e.g., carrier frequency offset [22]. Since receivers with less
analog impairments usually have the disadvantage of high
implementation cost, our technique enables the use of low-
cost receivers for OFDM communications.
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