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Abstract

Overlapping multipath propagation is one of the main sources of mobile-positioning errors, especially in fast channel

fading situations. In this paper we present a technique for detecting the existence of overlapping fading multipath

components. Such information is vital for accurate resolving of overlapping multipath components as well as avoiding

unnecessary computations and errors in single-path propagation cases. The proposed algorithm exploits the property that

fading multipath components fade independently. An analysis of the proposed technique is performed to validate its

functionality and to select the algorithm parameters. The paper also presents simulation results that show a high ability of

the proposed technique to detect overlapping multipath components along with its impact on the accuracy of multipath

resolving techniques.

r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Mobile-positioning is an essential feature of
future cellular systems; it enables the positioning
of cellular users in emergency 911 (E-911) situations
(see, e.g., [1]). A government mandate for such
e front matter r 2005 Elsevier B.V. All rights reserved
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services, given in [2], has led to the investigation of
numerous mobile-positioning systems (e.g., [3–11]).
Such systems have many other applications, besides
E-911 public safety, such as location sensitive
billing, fraud protection, mobile yellow pages, and
fleet management (see, e.g., [12–18]).

In infrastructure-based mobile-positioning sys-
tems, the accurate estimation of the time and
amplitude of arrival of the first arriving ray at the
receiver(s) is vital [3,19]. Such estimates are used to
obtain an estimate of the distance between the
transmitter and the receiver(s). However, wireless
propagation usually suffers from severe multipath
conditions. In many cases, the prompt ray is
succeeded by a multipath component that arrives
at the receiver(s) within a short delay. If this delay is
smaller than the duration of the pulse-shape used in
the wireless system (the chip duration Tc in CDMA
.

www.elsevier.com/locate/sigpro
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systems), then the two rays will overlap causing
significant errors in the prompt ray time and
amplitude of arrival estimation (see, e.g., [19]).

Fig. 1 shows the combined impulse response
of a two ray channel and a conventional pulse-
shape, for a CDMA IS-95 system, in two cases (a,b).
In case (a), the delay between the two channel rays
is equal to twice the chip duration ð2TcÞ. It is clear
that the peaks of both rays are resolvable, thus
allowing relatively accurate estimation of the
prompt ray time and amplitude of arrival. However,
in case (b), both multipath components overlap and
are nonresolvable by means of a peak-picking
procedure. This can lead to significant errors in
the prompt ray time and amplitude of arrival
estimation.

Several works in the literature have addressed the
problem of resolving overlapped multipath compo-
nents by using constrained least-squares methods,
which exploit the known pulse-shape (see, e.g.,
[20–25]). However, these methods introduce addi-
tional errors due to noise enhancement that arises
from the ill-conditioning of the matrices involved in
the least-squares operation, especially in fading
conditions that prohibit long averaging intervals
(see [25] for more details).

The main contribution of this paper is to propose
and analyze a technique for detecting overlapping
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Fig. 1. Overlapping pulse-shaped rays: (
fading multipath components for mobile-position-
ing systems. The technique is based on exploiting
the fact that overlapping multipath components
fade independently (see, e.g., [26]). The method is
based on defining and comparing two cost func-
tions. The two functions coincide for single-path
propagation, while a difference is detected under
multipath conditions.

For simplicity of presentation, and due to space
limitations, we only consider the case of two

overlapping rays. This does not mean that the
channel under consideration has only two rays; it
can have many rays. However, only one ray is
assumed to be close to the prompt ray by less than
the pulse-shaping waveform width. In other words,
we consider the case of one nonresolvable ray and
many resolvable rays. Actually, the probability of
having more than two channel rays within the
prompt ray pulse-shaping waveform duration is
relatively low. We also focus on the case of code
division multiple access (CDMA) systems. We
should mention that the paper provides a method
for detecting overlapping multipath existence; its
purpose is not to provide a method for TOA
estimation; a problem that has been studied before
in the literature (e.g., [27]).

The paper is organized as follows. In the next
section, we formulate the problem addressed in the
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paper. In Section 3, we present the technique for
detecting overlapping fading multipath components
for mobile-positioning systems. The technique is
justified and analyzed in Section 4 to arrive at
optimal choices for the algorithm parameters, given
in Section 5. In Section 6, the performance of the
proposed algorithm is demonstrated by simulations
in various cases; they show the ability of the
proposed technique to detect overlapping multipath
components. Future extensions and conclusions of
the paper are given in Section 8.

2. Problem formulation

Consider a received sequence frðnÞg that arises
from a model of the form

rðnÞ ¼ cðnÞ � pðnÞ � hðnÞ þ vðnÞ, (1)

where � denotes convolution, fcðnÞg is a known
binary sequence, fpðnÞg is a known pulse-shape
waveform sequence, vðnÞ is zero-mean additive
white Gaussian noise of variance s2v , and hðnÞ

denotes the impulse response of a multipath channel
with taps

hðnÞ ¼
XL

l¼1

alxlðnÞdðn� to
l Þ, (2)

where falg and fxlðnÞg are, respectively, the un-
known standard deviations (or gains) and the
normalized amplitude coefficients; they model the
Rayleigh fading nature of the channel. Several of
the gains falg might be zero; and a nonzero gain at
some l ¼ lo would indicate the presence of a channel
ray at the corresponding delay n ¼ to

l . Without loss
of generality, we will assume that

to
1oto

2o � � �oto
L.

A multipath fading channel is composed of the
plurality of signal reflections, which arrive at the
receiver at different delays. These different delays
are affected by the relative positions of the
transmitter, receiver and reflectors. In handset-
based wireless location applications, the wireless
base station is the transmitter, and the mobile is the
receiver. In such environments, the mobile is usually
surrounded by nearby reflectors. The distances
between theses reflectors and the mobile (few
meters) are generally smaller than the distance
between the base station and the mobile (up to
few kilometers). Thus, a ray transmitted from the
base station to the mobile suffers several reflections
from nearby reflectors. All these reflections arrive at
the mobile within a very short delay of each other,
with respect to the delay from the base station to the
mobile (say to

1). The reflections add constructively
and destructively at the mobile (Rayleigh fading is
an adequate model that represents this case for large
enough number of reflectors).

Now, consider another ray that travels from
the base station away from the mobile, hits a far
away reflector (mountain or tall building), travels an
extra distance till it reaches the vicinity of the
mobile (say at to

2). This second ray can also reflect
off reflectors in the vicinity of the mobile, resulting
in several reflections that arrive at the mobile
around to

2. In this way, we can model the channel
as two (or more) fading rays at different distinct
delays as in (2).

Our objective is to estimate the time-of-arrival od
the prompt ray, to

1, using the received data frðnÞg. In
the case of static (i.e., non-fading) channels, a
common way for estimating to

1 in the context of
CDMA communications is as follows. Let

sðnÞ ¼ cðnÞ � pðnÞ (3)

denote the pulse-shaped code sequence, assumed
known. We would then correlate the received
sequence rðnÞ with delayed replicas of sðnÞ over a
dense grid of possible values of t. This correlation is
done over a period of N samples of the received
sequence, to obtain the following function of t,

JðtÞ9
1

N

XN

n¼1

rðnÞsðn� tÞ. (4)

If the channel has only one ray, say at to
1, it is

known that JðtÞ attains a maximum at t ¼ to
1, which

is the time of arrival of the single ray [28,29].
When, on the other hand, the channel is fading,

then the correlation operation described above cannot
be extended for the whole length of the received
sequence, rðnÞ, as this would cause the correlation
output to degrade due to the random variations of the
fading channel phase. For this reason, the correlation
would instead be performed over a period of N

samples during which the fading channel does not
vary appreciably. The phase of the correlation over
these N samples would be squaring and the procedure
would be repeated over the next N samples and so on.
In other words, in the fading channel case, we would
replace (4) by

JðtÞ ¼
1

M

XM
m¼1

1

N

XmN

n¼n0

rðnÞsðn� tÞ

�����
�����
2

, (5)
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where2 n09n0ðmÞ ¼ ðm� 1ÞN þ 1, and the length of
the received sequence, frðnÞg, is now assumed equal to
NM. This procedure is known as coherent/noncoher-
ent averaging [27].

It was shown in [27] that the time of arrival of
the first arriving ray, to

1, can be obtained by
estimating the index of the earliest peak of JðtÞ.
This algorithm was shown to be successful in
estimating the time of arrival of the prompt ray
only if the difference between the prompt ray delay,
to
1, and the delay of the succeeding ray, to

2, is larger
than the chip duration Tc. If this condition is not
satisfied, then picking the first peak of JðtÞ could
lead to significant errors in estimating, to

1, as
indicated in part b of Fig. 1. This is because two
adjacent pulse-shaped rays would overlap with each
other and the peak-picking procedure would lead to
an erroneous estimate t̂o

1. Thus it is important to
detect whether adjacent rays overlap with each
other.

Multipath components overlapping with the
prompt ray can be resolved using least-squares
methods that exploit the known pulse-shape wave-
form (see, e.g., [20,22,25]). Such methods tend to
be sensitive to data ill-conditioning. If it could
be ascertained that no multipath components
are detected in the vicinity of the prompt ray, then
the least-squares operation could be avoided, thus
eliminating errors due to ill-conditioning and saving
unnecessary complexity. The contribution of this
paper is to develop a technique for detecting the
existence of fading multipath components over-
lapping with the prompt ray. If the result of the
detection analysis is that no overlapping compo-
nents exist, then one could proceed with the peak-
picking procedure that is based on (5) in order to
estimate to

1. If, on the other hand, the detection
analysis indicates the existence of overlapping rays,
then a more sophisticated estimation procedure is
needed in order to resolve/separate the rays and
estimate to

1 accurately. A high resolution adaptive
technique for performing overlapping multipath
resolution and for combatting data ill-conditioning
in such cases is described in [25].

3. The proposed detection technique

We first summarize the proposed method for
multipath detection in wireless environments and
2Note that throughout the paper, we will write n0 instead of

n0ðmÞ for ease of notation.
then proceed in the next section to analyze the
method and to explain the reasoning behind it. For
simplicity, we focus on the case of only two
overlapping rays in the vicinity of the first peak of
JðtÞ. In the sequel, we shall use the term ‘‘detection’’
to refer to determining if the number of multipath
components within the vicinity of the first peak of
JðtÞ is equal to or more than one. For example, if
more than one ray exist, then overlapping multipath
components are detected. The proposed method
exploits the fact that different multipath rays
fade independently, i.e., it exploits the following
property [26]:

E½xiðnÞx
�
j ðnÞ� ¼ 1; i ¼ j,

¼ 0; iaj. ð6Þ

We first explain the intuition behind the proposed
algorithm. Consider the case of a noiseless single
path fading channel that consists of a single delay
to
1. The peak of JðtÞ in (5) will occur at the location
tp ¼ to

1. Moreover, and due to the symmetry of the
pulse-shaping waveform, the function JðtÞ, will have
the following symmetry property:

Jðtp þ dtÞ ¼ Jðtp � dtÞ, (7)

i.e.,

1

M

XM
m¼1

1

N

XmN

n¼n0

rðnÞsðn� tp � dtÞ

�����
�����
2

¼
1

M

XM
m¼1

1

N

XmN

n¼n0

rðnÞsðn� tp þ dtÞ

�����
�����
2

¼
1

M

XM
m¼1

1

N

XmN

n¼n0

rðnÞsðn� tp þ dtÞ

" # 

�
1

N

XmN

n¼n0

rðnÞsðn� tp � dtÞ

" #�!
,

where ‘*’ denotes complex conjugation. In other
words, due to the symmetry of pðnÞ, the cost
function, JðtÞ, is also symmetric around tp. Thus,
the value of Jðtp þ dtÞ can be obtained by any of
three different operations: (i) by averaging the
squared partial correlations of N samples of the
received sequence, rðnÞ, with sðn� tp � dtÞ, (ii) by
averaging similar squared partial correlations with
sðn� tp þ dtÞ, (iii) or by averaging the product of
the partial correlations with sðn� tp � dtÞ and
sðn� tp þ dtÞ. Let Jproduct denote the value obtained
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using the third operation, i.e.,

Jproduct ¼
1

M

XM
m¼1

1

N

XmN

n¼n0

rðnÞsðn� tp þ dtÞ

" # 

�
1

N

XmN

n¼n0

rðnÞsðn� tp � dtÞ

" #�!
.

Thus, in the case of noiseless single path propaga-
tion, we have

Jðtp þ dtÞ ¼ Jðtp � dtÞ ¼ Jproduct.

In the case of overlapping fading multipath
propagation, as will be argued later in the paper,
the above equalities will not hold since the three
expressions, Jðtp þ dtÞ, Jðtp � dtÞ, and Jproduct, will
contain cross terms of different multipath compo-
nents, as well as some other squared terms. Since
different rays fade independently, we expect the cross
terms to vanish under expectation leaving only the
squared terms. Thus, we would expect a difference
to exist between Jproduct and each of Jðtp þ dtÞ and
Jðtp � dtÞ in the multipath propagation case. We
will base our proposed algorithm on this observa-
tion, i.e., on detecting this difference. Specifically,
we will focus on the difference Jðtp þ dtÞ þ Jðtp �

dtÞ � 2Jproduct and show that it will generally be
positive for overlapping multipath propagation and
zero otherwise.

We now describe the proposed detection algo-
rithm in more details. The steps of the algorithm are
as follows:
(1)
 A power delay profile (PDP), JðtÞ, of the
received sequence, frðnÞg, is computed as defined
by (5).
(2)
 We keep values of JðtÞ within a window of twice
the chip duration (2T c) around the first peak
and discard values of JðtÞ outside this window
range. That is, we focus mainly on detecting
overlapping rays within the interval

tp � Tcototp þ T c, (8)

where tp is the index of the first peak of JðtÞ,

tp ¼ max
t

JðtÞ. (9)

This is because rays separated by more than T c

are resolvable by peak-picking techniques since
the width of the main lobe of a CDMA pulse-
shaping waveform is conventionally chosen to
be equal to the chip duration (Tc). Note also
that the number of delays inside the search
window defined by (8) is equal to 2Tc=T s þ 1,
where T s denotes the sampling period of the
received sequence frðnÞg (and T soT c).
(3)
 Two cost functions (Cs and Cm) are computed
and compared. These two functions are defined
such that their values are different if multiple
rays exist within the vicinity of the first peak,
and their values coincide for single path
propagation. Thus let

JsðdtÞ9Jðtp þ dtÞ þ Jðtp � dtÞ (10)

and

JmðdtÞ ¼ 2Jproduct (11)

and define

Cs9
T s

T c

XT c

dt¼T s

JsðdtÞ �
2 bs2v
N

, (12)

Cm9
T s

T c

XT c

dt¼T s

JmðdtÞ, (13)

where

dt ¼ T s; 2T s; . . . ;T c,

i.e., dt ¼ jT s so that Cs and Cm amount
essentially to the averaged values of JsðdtÞ and
JmðdtÞ on a grid of values dt. Moreover, the
quantity bs2v is an estimate of the noise variance
s2v , which can be estimated using many conven-
tional techniques. For example, in the case of
reverse-link CDMA channels, the noise variance
s2v can be estimated directly from the received
sequence frðnÞg as

bs2v ¼ 1

Kn

XKn

i¼1

jrðiÞj2,

for some value KnpNM. This is because in the
case the noise power is considerably higher than
the signal power (e.g.,�17 to�40 dB chip energy-
to-noise ratio for IS-95 systems). A more accurate
and unbiased estimate of the noise variance
could be obtained by subtracting the signal
power. However, this step is not needed in
the context of CDMA due to the low SNR
levels.
The justification behind the definitions of Cs and
Cm as in (12)–(13) is discussed in the next
section. Here, we give some explanations. As the
previous equations show, Cs and Cm are
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averaged values of the two functions JsðdtÞ
and JmðdtÞ, for all possible values of dt.3 Thus,
we would expect the difference between Cs and
Cm to represent an average of the difference
JsðdtÞ � JmðdtÞ and this difference will be Jðtp þ

dtÞ þ Jðtp � dtÞ � 2Jproduct over all values dt,
which we would expect to provide key indicator
to the existence of overlapping multipath
components. We will soon show that with an
accurate estimate of the noise variance, Cs and
Cm will be equal for single path propagation.
We will also show that Cs is larger than Cm for
multipath propagation. Thus, we will base our
decision criterion on comparing the difference
between both functions with a threshold value,
b: if Cs � Cmob, we declare that only one ray
exists in the vicinity of the first peak of JðtÞ.
However, if Cs � Cm4b, we declare that multi-
path propagation exists. Fig. 2 shows an
implementation of the proposed algorithm.
4. Analysis and derivation

We now justify the proposed method. First, we
argue that for overlapping multipath propagation,
Cs is always larger than Cm, and that they coincide
for single path propagation. Second, we arrive at
he need for subtracting the noise variance term 2 bs2v=N will

xplained in the next section.
expressions to select the algorithm parameters N

and b.
We focus on the case of two overlapping multi-

path components, i.e., hðnÞ has the form

hðnÞ ¼ a1x1ðnÞdðn� tp þ t1Þ

þ a2x2ðnÞdðn� tp � t2Þ.

Here we are denoting, for convenience, the delays of
the two rays by

to
19tp � t1,

to
29tp þ t2, ð14Þ

where tp continues to denote the location of the first
peak of JðtÞ. Substituting into (1) and using
sðnÞ ¼ cðnÞ � pðnÞ, the received sequence rðnÞ can be
written as

rðnÞ ¼ a1x1ðnÞsðn� tp þ t1Þ

þ a2x2ðnÞsðn� tp � t2Þ þ vðnÞ. ð15Þ

The case of single-path propagation corresponds to
t1 ¼ t2 ¼ 0 and x1ðnÞ ¼ x2ðnÞ, which leads to a
single ray of delay tp and amplitude a ¼ a1 þ a2.

We will consider the case of relatively long
received sequence length (M !1).4 Then, in view
of the weak law of large numbers [30], we shall
assume that JsðdtÞ and JmðdtÞ in (10) and (11) can
4This is a reasonable assumption for wireless location

applications, where the estimation period is in the order of a

fraction of a second.



ARTICLE IN PRESS
N.R. Yousef et al. / Signal Processing 86 (2006) 2407–2425 2413
be approximated by expectations as:

JsðdtÞ!pE
1

N

XN

n¼1

rðnÞsðn� tp þ dtÞ

�����
�����
2

þ E
1

N

XN

n¼1

rðnÞsðn� tp � dtÞ

�����
�����
2

and

JmðdtÞ!p2E
1

N

XmN

n¼n0

rðnÞsðn� tp þ dtÞ

" # 

�
1

N

XmN

n¼n0

rðnÞsðn� tp � dtÞ

" #�!
ð16Þ

in terms of the expectation operator E and where
!p indicates convergence in probability. Using
(15), we obtain

JsðdtÞ!pE
1

N

XN

n¼1

½a1x1ðnÞsðn� to
1Þ þ a2x2ðnÞ

�����
�sðn� to

2Þ þ vðnÞ�sðn� tp þ dtÞ

�����
2

þ E
1

N

XN

n¼1

½a1x1ðnÞsðn� to
1Þ

�����
þa2x2ðnÞsðn� to

2Þ þ vðnÞ�sðn� tp � dtÞ

�����
2

and

JmðdtÞ!p2E
1

N

XN

n¼1

½a1x1ðnÞsðn� to
1Þ þ a2x2ðnÞ

" 

�sðn� to
2Þ þ vðnÞ�sðn� tp þ dtÞ

#

�
1

N

XN

n¼1

½a1x1ðnÞsðn� to
1Þ

"

þa2x2ðnÞsðn� to
2Þ þ vðnÞ�sðn� tp � dtÞ

#�!
.

To proceed further we make use of the following
result.

Lemma 1. Consider a sequence

sðn� tÞ ¼ cðnÞ � pðn� tÞ,

where cðnÞ is a binary sequence, pðnÞ is a pulse-

shaping waveform, and t is a delay. Given a fading
channel gain sequence fxjðnÞg whose variation within

the duration of the pulse-shaping waveform is

negligible, it holds that

1

N

XN

n¼1

ajxjðnÞsðn� tjÞsðn� tÞ

� ajRpðt� tjÞ
1

N

XN

n¼1

xjðnÞ, ð17Þ

where RpðnÞ is the autocorrelation function of the

pulse-shaping waveform, defined by

RpðnÞ ¼ pðnÞ � pð�nÞ

and aj is a constant gain and tj is a delay.

Proof. Let

B9
1

N

XN

n¼1

ajxjðnÞsðn� tjÞsðn� tÞ

¼
1

N

XN

n¼1

ajxjðnÞ½cðnÞ � pðn� tjÞ� � ½cðnÞ � pðn� tÞ�

¼
1

N

XN

n¼1

ajxjðnÞ
XN

k¼1

cðkÞpðk � nþ tjÞ

" #

�
XN

q¼1

cðqÞpðq� nþ tÞ

" #

¼
1

N

XN

n¼1

ajxjðnÞ
XN

k¼1

cðkÞcðkÞ|fflfflfflffl{zfflfflfflffl}
1

pðk � nþ tjÞ

�pðk � nþ tÞ

þ
1

N

XN

n¼1

ajxjðnÞ

�
XN

k¼1

XN

q¼1;qak

cðkÞcðqÞpðk � nþ tjÞpðq� nþ tÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
�0

.

ð18Þ

Assuming uncorrelated weighted and shifted
spreading sequences fcðnÞg, the last expression in
(18) can be approximated by zero and we have

B �
1

N

XN

n¼1

ajxjðnÞ
XN

k¼1

pðk � nþ tjÞpðk � nþ tÞ.

Rewriting this term as a correlation sum, we get

B �
1

N
ajRpðt� tjÞ

XN

n¼1

xjðnÞ.



ARTICLE IN PRESS
N.R. Yousef et al. / Signal Processing 86 (2006) 2407–24252414
Using (17), the function JsðdtÞ in (17) becomes

JsðdtÞ!pE
1

N

XN

n¼1

ða1Rpðdtþ t1Þx1ðnÞ

�����
þa2Rpðdt� t2Þx2ðnÞ þ v1ðnÞÞ

�����
2

þ E
1

N

XN

n¼1

ða1Rpðdt� t1Þx1ðnÞ

�����
þa2Rpðdtþ t2Þx2ðnÞ þ v2ðnÞÞ

�����
2

,

where

v2ðnÞ9vðnÞ � sðn� tp þ dtÞ,

v1ðnÞ9vðnÞ � sðn� tp � dtÞ. ð19Þ

The noise sequence fvðnÞg in (1) is assumed to be an
independent and identically (i.i.d.) process that is
also independent of the channel fading gains fxlðnÞg.
Note further that since the sequence fcðnÞg in the
context of CDMA communications is a pseudo-
noise sequence, then its samples can be assumed to
be uncorrelated for all practical purposes. More-
over, fcðnÞg is also independent of the channel
fading gains fxlðnÞg.

Therefore, expanding the sum (19) in JsðdtÞ over
n, squaring, applying the expectation operator, and
using (6), the expression JsðdtÞ reduces to

JsðdtÞ!pa21Bf 1½R
2
pðdtþ t1Þ þ R2

pðdt� t1Þ� þ a22

�Bf 2½R
2
pðdtþ t2Þ þ R2

pðdt� t2Þ� þ
2s2v̄
N

,

ð20Þ

where

Bfj ¼
Rxj
ð0Þ

N
þ
XN�1
i¼1

2ðN � iÞRxj
ðiÞ

N2
,

Rxj
ðiÞ ¼ E½xjðnÞx

�
j ðn� iÞ�,

s2v̄ ¼ s2v
XN

n¼1

XNp

i¼�Np

p2ðnþ dtþ iT sÞ

and 2Np þ 1 is the number of samples in the pulse
shaping filter pðnÞ. In the above, s2v̄ denotes
the variance of the modified noises fv1ðnÞ; v2ðnÞg.
Note that since pðnÞ is known, then by estimating s2v
we can also estimate s2v̄ . However, assuming the
pulse shaping filter pðnÞ has unit energy, then s2v̄ is
essentially equal to s2v and, when N is large enough,
the term s2v̄=N can be replaced by s2v=N. For this
reason, and for simplicity of presentation, we shall
use s2v instead of s2v̄ in the sequel.

Likewise, and using similar arguments, the
function JmðdtÞ can be expressed as

JmðdtÞ!p2E
1

N

XN

n¼1

ða1Rpðdt� t1Þx1ðnÞ

" 

þa2Rpðdtþ t2Þx2ðnÞ þ v2ðnÞÞ

#

�
1

N

XN

n¼1

ða1Rpðdtþ t1Þx1ðnÞ

"

þa2Rpðdt� t2Þx2ðnÞ þ v1ðnÞÞ

#�!

!p2E a21Rpðdt� t1ÞRpðdtþ t1Þ
1

N

XN

n¼1

x1ðnÞ

�����
�����
2

0@
þa22Rpðdt� t2ÞRpðdtþ t2Þ

1

N

XN

n¼1

x2ðnÞ

�����
�����
2
1A

!pða21Bf 1Rpðdt� t1ÞRpðdtþ t1Þ

þ a22Bf 2Rpðdt� t2ÞRpðdtþ t2ÞÞ. ð21Þ

The difference between the two functions, JsðdtÞ
and JmðdtÞ in (20) and (21) is then given by

JsðdtÞ � JmðdtÞ

!pa21Bf 1½R
2
pðdtþ t1Þ þ R2

pðdt� t1Þ�

þ a22Bf 2ðR
2
pðdtþ t2Þ þ R2

pðdt� t2ÞÞ

þ
2s2v
N
� 2½a21Bf 1Rpðdt� t1ÞRpðdtþ t1Þ

þ a22Bf 2Rpðdt� t2ÞRpðdtþ t2ÞÞ�.

Rearranging terms, we get

JsðdtÞ � JmðdtÞ!pa21Bf 1½Rpðdtþ t1Þ � Rpðdt� t1Þ�2

þ a22Bf 2½Rpðdtþ t2Þ � Rpðdt� t2Þ�2 þ
2s2v
N

.

Thus we note that, for every dt,

NðJsðdtÞ � 2s2vÞ �NJmðdtÞ

!pa21NBf 1½Rpðdtþ t1Þ � Rpðdt� t1Þ�2

þ a22NBf 2½Rpðdtþ t2Þ � Rpðdt� t2Þ�2X0 ð22Þ

and that the equality to zero occurs when
t1 ¼ t2 ¼ 0, which corresponds to the single path
propagation case. This is a useful observation since
it provides a tool that can be used to distinguish
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between single path and multipath propagation
conditions.

Now, for a finite value of M, Eq. (23) suggests
that we can write

NðJsðdtÞ � 2 bs2vÞ �NJmðdtÞ

� a21NBf 1ðRpðdtþ t1Þ � Rpðdt� t1ÞÞ
2

þ a22NBf 2ðRpðdtþ t2Þ � Rpðdt� t2ÞÞ
2
þ q, ð23Þ

where q is some random variable of variance s2q,
which accounts for the difference between the RHS
and LHS of Eq. (23), for a finite number of samples.
It also accounts for errors in bs2v . The variance of q

approaches zero as M !1.
Clearly, the value of the difference given in (23)

varies with dt, the delay between the two rays
(t1 þ t2), and the ratio between the amplitude of the
two rays (a1=a2). Ideally, if we could determine the
value of dt for which the difference in (23) is a
maximum, then we could compare the value of this
maximum with a threshold to declare the existence
or not of multipath. However, the fa1; a2; a3; a4g are
not known beforehand and, hence, we cannot
determine the values of dto

at which the maximum
occurs. A more practical and convenient approach
would be the following. We evaluate the difference
in (23) over a grid of values dt, say over

T spdtpT c (24)

and then average the results. This average difference
is given by

T s

Tc

XTc

dt¼T s

ðNJsðdtÞ � 2ŝ2v �NJmðdtÞÞ

� a21NBf 1
T s

T c

XTc

dt¼T s

½Rpðdtþ t1Þ � Rpðdt� t1Þ�2

þ a22NBf 2
T s

Tc

XTc

dt¼T s

½Rpðdtþ t2Þ � Rpðdt� t2Þ�2

þ q

again for some random variable q with variance s2q.
Thus, if we define

D9Cs � Cm, (25)

with the fCm;Csg as in (12)–(13), then

D ¼ a21Bf 1
T s

T c

XT c

dt¼T s

½Rpðdtþ t1Þ � Rpðdt� t1Þ�2
þ a22Bf 2
T s

Tc

XTc

dt¼T s

½Rpðdtþ t2Þ

� Rpðdt� t2Þ�2 þ
q

N
ð26Þ

and the prior analysis shows that this difference is
likely to be positive when overlapping rays exist.
Comparing D with some positive threshold b would
allow us to detect the presence of overlapping
multipath.

5. Parameter selection

We can now select values for the parameters N

and b. The value of D in (26) is composed of two
terms. The first term is positive for multipath
propagation and is equal to zero for single path
propagation. We denote the first term by

C9a21Bf 1
T s

T c

XT c

dt¼T s

½Rpðdtþ t1Þ � Rpðdt� t1Þ�2

þ a22Bf 2
T s

Tc

XT c

dt¼T s

½Rpðdtþ t2Þ

� Rpðdt� t2Þ�2. ð27Þ

The second term is a zero-mean random variable
whose variance is equal to s2q=N2. Hence,
D ¼ C þ noise. This case resembles the problem of
detecting a binary signal embedded in zero-mean
additive random noise (i.e., of making a decision
whether the signal is positive or zero). Of course, the
accuracy of the estimation process increases with
the power of the signal (C2). The detection accuracy
also decreases with the noise variance, s2q=N2. Thus,
the accuracy of the detection process is improved by
maximizing the signal-to-noise ratio, defined by

S9
C2

s2q=N2
. (28)

For simplicity, we will neglect the second order
effect of the dependency of s2q on N. Thus, a
suboptimal value of the parameter N is chosen as the
value that maximizes S. In order to arrive at this
value, we consider the case of equal maximum
Doppler frequency for both rays (i.e., they have the
same autocorrelation function, RxðiÞ). In this case,
the part of S that depends on N is given by B2

f N2,
where

Bfj ¼ Bf ¼
Rxð0Þ

N
þ
XN�1
i¼1

2ðN � iÞRxðiÞ

N2
. (29)
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Fig. 3 shows a plot of Bf N versus N for a Rayleigh
fading channel and different values of the maximum
Doppler frequency, f D.

5 It can be seen that, for each
f D, there is a value of N, Nopt, that maximizes Bf N.
Increasing N beyond this optimum value, Bf N

oscillates and then asymptotically approaches a
fixed value that depends on f D.

Since Bf N is a positive function of N, then
maximizing B2

f N2 is equivalent to maximizing Bf N.
The value of Nopt is computed by solving the
equation

dðBf NÞ

dN
¼
XNopt�1

i¼1

2ðNopt � iÞRxðiÞ � 2NoptRxðiÞ

N2
opt

¼ 0

(30)

or, equivalently,

XNopt�1

i¼1

iRxðiÞ ¼ 0. (31)

This shows that the parameter N should be adapted

based on the available knowledge of the channel
according to (31). This is the same value of the
optimal coherent integration period used in the
5In this figure, N is given in multiples of the number of samples

in Walsh symbol period in a typical IS-95 system, which is 64.
single path searcher described in [27]. Note that for
the case of Rayleigh fading channels, computing
Nopt requires only an estimate of the channel maxi-
mum Doppler frequency, which can be obtained by
using some well-known techniques (see, e.g., [31]).

We now calculate an optimal value of the
threshold b. We again use the analogy with the
case of estimating binary signals embedded in
additive random noise. In this case, the optimal
value of the threshold, bopt, should be taken as half
the amplitude of the signal. This choice balances the
probability of detection versus the probability of
false alarm. In our case, this corresponds to

bopt ¼
C

2

¼
1

2
a21Bf 1

T s

Tc

XTc

dt¼T s

½Rpðdtþ t1Þ � Rpðdt� t1Þ�2
 

þ a22Bf 2
T s

T c

XT c

dt¼T s

½Rpðdtþ t2Þ

�Rpðdt� t2Þ�2
!
. ð32Þ

Unfortunately, since the value of the parameters t1,
t2, a1, and a2 are not known, we are not able to



ARTICLE IN PRESS
N.R. Yousef et al. / Signal Processing 86 (2006) 2407–2425 2417
calculate the value of bopt. Thus, we will use a
different approach to select the threshold b. First,
however, let us highlight some properties of C.
Fig. 4 shows C as a function of the delay between
the two rays,

Dt9to
2 � to

1 ¼ t1 þ t2,

for different values of the ratio between the power
of the rays, which is defined by

R9
a21
a22

.

In this figure, the maximum Doppler frequency (f D)
is equal to 80Hz, N is set to the optimal value
calculated from (31), and M ¼ 128. The figure
shows that C increases with Dt, for Tc=8pDtpT c.
This indicates the obvious conclusion that detecting
sub-chip multipath components becomes easier
when the delay between the two multipath compo-
nents increases.

Fig. 5 shows C versus Dt, when Dt is now
extended to 2Tc for R ¼ 0 dB. The figure shows that
detection of multipath components separated by
more than a chip is also possible using our
technique. However, it becomes more difficult as
the delay, Dt, exceeds Tc. This range, Dt4Tc, is
1 2 3 4
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

∆τ (

C

Fig. 4. C versus Dt for d
not of much significance as rays separated by more
than T c are usually resolvable by peak-picking
techniques.

Fig. 6 shows C versus the ratio between the power
of the first and second rays (R) for three different
values of Dt. The figure shows that C decreases with
R. That is, it is easier to detect multipath
components if their powers are comparable. If most
of the received signal power is concentrated in one
ray, it becomes more difficult to detect the existence
of the other ray and vice versa. Here, we note that
the knee Dt ¼ 5Tc=8 occurs due to the coarse
quantization of t1 and t2 in Dt ¼ t1 þ t2 ¼ 5T c=8 in
units of Tc=8. When R changes from 5 to 6 dB, the
values of t1 and t2 change from 2T c=8 and 3T c=8 to
T c=8 and 4T c=8 causing the sudden change in the
value of C.

Fig. 7 shows C versus Dt for two different
values of f D (10 and 80Hz) and two values of R

(0 and 5 dB). The figure shows that C decreases
slightly with f D. However, the change in C is minor
despite the wide change in f D. This indicates
that C is not affected greatly by the value of f D.
This is due to the fact that Bf does not vary
much with f D if N is chosen at its optimal value
given in (31).
5 6 7 8

T
c
/8)

R=0 dB

R=1 dB

R=2 dB

R=3 dB

R=4 dB

R=5 dB

ifferent values of R.
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After investigating the properties of C, we arrive
at the following observation. The value of C and the
optimal threshold, bopt, both decrease with decreas-
ing the delay between the two multipath compo-
nents, Dt, and with increasing the ratio between the
power of the stronger ray and the power of the
weaker ray. In fact, C goes to zero if Dt! 0 or
R!1. This is expected as both cases correspond
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to the case of single path propagation. Thus, in
order to set a value for the threshold, b, we have to
set a minimum delay resolution, Dtmin, below which
we do not wish to detect overlapping rays (say
T c=8). Rays separated by less than this delay will
not be detected. Moreover, we also set a limit for the
ratio between the power of the two rays (Rmax) (say
5 dB). In other words, if the power of the weaker
ray is smaller than the power of the stronger ray by
more than 5 dB, it will not be detected. Both Dtmin

and Rmax are design parameters that are based on
the specific application. By setting the threshold b to
this worst case, it becomes robust to the cases in
which Dt4Dtmin and RoRmax, i.e., we expect the
probability of multipath detection to be larger in
these cases.

Once we set Dt ¼ Dtmin and R ¼ Rmax, we can
solve for t1 and t2 in this worst case (denoted by t̄1
and t̄2) as follows. First, we note that tp is given by

tp ¼ argmax
t
½a1 pðt� to

1Þ þ a2 pðt� to
2Þ�.

Substituting to
1 ¼ tp � t1, to

2 ¼ tp þ t2, Dt ¼ t1 þ t2
and a1=a2 ¼

ffiffiffiffi
R
p

, we get

to
1 þ t1 ¼ argmax

t
ða1pðt� to

1Þ

þ a1=
ffiffiffiffi
R
p

pðt� to
1 � DtÞÞ.
Since a1 is independent of t, we can write

to
1 þ t1 ¼ argmax

t
ðpðt� to

1Þ

þ 1=
ffiffiffiffi
R
p

pðt� to
1 � DtÞÞ.

Without loss of generality, we can set to
1 ¼ 0, which

leads to

t1 ¼ argmax
t
ðpðtÞ þ 1=

ffiffiffiffi
R
p

pðt� DtÞÞ.

Now by setting Dt ¼ Dtmin and R ¼ Rmax, we
obtain

t̄1 ¼ argmax
t

pðtÞ þ
1ffiffiffiffiffiffiffiffiffiffi

Rmax

p pðt� DtminÞ

� �
,

t̄2 ¼ Dtmin þ t̄1, ð33Þ

where pðtÞ is the pulse-shaping waveform. The
ray amplitudes in this worst case design (ā1 and
ā2) are then obtained from the value of the
maximum of the cost function JðtÞ in (5). Using
(10), at dt ¼ 0, we get Jsð0Þ ¼ 2JðtpÞ. Setting dt ¼ 0
and substituting t1 and t2 by t̄1 and t̄2 in (20), we
obtain

JðtpÞ!pā21Bf R2
pðt̄1Þ þ

1

Rmax
ā21Bf R2

pðt̄2Þ þ
s2v
N

.
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Thus ā1 and ā2 are approximately given by

ā1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðtpÞ �

bs2v=N

Bf R2
pðt̄1Þ þ

1
Rmax

Bf R2
pðt̄2Þ

vuut ,

ā2 �
1ffiffiffiffiffiffiffiffiffiffi

Rmax

p ā1. ð34Þ

A worst case value for the threshold, b, can now be
obtained by substituting (33) and (34) into (32). This
value, which we denote by bw, is given by

bw �
1

2
ā21Bf 1

T s

Tc

XT c

dt¼T s

ðRpðdtþ t̄1Þ

 
ð35Þ

� Rpðdt� t̄1ÞÞ
2
þ ā22Bf 2

T s

T c

�
XTc

dt¼T s

ðRpðdtþ t̄2Þ � Rpðdt� t̄2ÞÞ
2

!
. ð36Þ

Algorithm: Given a received sequence frðnÞg that
arises from the model (15), then overlapping multi-
path propagation could be detected by comparing
the difference D defined by

D9Cs � Cm,

where Cs and Cm are as in (12) and (13), to the
threshold bw given by (36), where T s is the sampling
period, Tc is the chipping sequence period, t̄1, t̄2, ā1,
ā2, Bf 1, and Bf 2 are given by (33), (34), and (29).
The function RpðnÞ is the autocorrelation function
of the pulse-shaping waveform, defined by

RpðnÞ ¼ pðnÞ � pð�nÞ.

Moreover, the optimal value of the parameter
N (denoted by Nopt) used in evaluating Cs and Cm

that maximizes the signal-to-noise ratio is the
solution ofXNopt�1

i¼1

iRxðiÞ ¼ 0, (37)

where RxðiÞ is the autocorrelation function of the
fading channel given in (15).

6. Simulation results

The performance of the proposed technique is
evaluated by computer simulations. In the simula-
tions, a typical IS-95 signal is generated, pulse-
shaped, and transmitted through a multipath
Rayleigh fading channel using Jakes model [26].
The total power gain of the channel components is
normalized to unity, i.e.,

PL
l¼1 jal j

2 ¼ 1. The delay
between the two multipath components is chosen to
be multiples of Tc=8. Both multipath components
fade independently at a maximum Doppler fre-
quency of f D. Additive white Gaussian noise is
added at the output of the channel to account for
both multiple access interference and thermal noise.
The received chip energy-to-noise ratio (Ec=No) of
the input sequence, rðnÞ, is varied in the range of
�10 to �20 dB, which is common for CDMA IS-95
systems.

Fig. 8 shows the single and multipath cost
functions, JsðdtÞ and JmðdtÞ, versus the delay
index dt in two cases, (a) and (b), for Ec=No ¼

�15 dB and f D ¼ 80Hz. In case (a), where two
equal multipath components separated by Tc=8
exist, we can see that JsðdtÞ4JmðdtÞ. In case (b),
where only one ray exists, the two cost functions
coincide.
6.1. Effect of R on Pd

Fig. 9 shows the probability of multipath detec-
tion (Pd) versus Ec=No for four different values of
the ratio between the prompt ray power and the
overlapping ray power ðRðdBÞ ¼ 20 log10ða1=a2ÞÞ. In
these simulations, the delay between the two rays is
equal to Tc=8;b ¼ 0:001, and the probability Pd is
calculated as the average of 100 runs. For R ¼ 0 dB
(equal rays), Pd is approximately equal to unity for
the chosen range of Ec=No. On the other hand, Pd is
approximately equal to zero for R ¼ 1 (single-path
propagation). Thus the proposed technique can
successfully distinguish between single-path and
multipath propagation, even for low values of
Ec=No.
6.2. Effect of Dt on Pd

Fig. 10 shows the probability of multipath
detection (Pd) versus Ec=No for four different
values of the delay between the two rays, Dt. In
this simulation, the ratio between the prompt ray
power and the overlapping ray power, R, is set to
�5 dB for the multipath case and 1 for the single-
path case, b ¼ 0:0042, and the probability Pd is
calculated as the average of 100 runs. We can see
from these results that the proposed algorithm has
perfect detection probability except at very low
values of Ec=No and Dt at the edge of our design,
Dt ¼ T c=8.
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6.3. Effect of M on Pd

In our analysis, we made the assumption that the
length of the noncoherent integration period, M,
goes to infinity, i.e., an infinitely long received
sequence. It is thus desirable to check the perfor-
mance of the proposed detection technique for finite
length received sequences, i.e., for practical values
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of M. Fig. 11 shows the effect of varying M on the
probability of multipath detection, Pd , for multi-
path ðR ¼ 0 dBÞ and single-path ðR ¼ 1dBÞ cases,
respectively. Here we can see that the precision of
the detection process increases with M. This is
expected as the precision of the noise variance
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estimate increases with M and also the assumption
that the channel multipath components fade in-
dependently, which is heavily exploited in our
analysis and which is given by (6), is not feasible
unless a long enough received sequence is used, i.e.,
for long enough M. Note also that the results reflect
that for the conditions described above, a very high
probability of detection can be achieved for M

larger than 64, which is a reasonable value in
practice, i.e., it corresponds to a reasonable data
collection duration (around 0:4 s in this case).
Notice that for R ¼ 1dB, the probability of
detection is zero for all considered values of M,
i.e., no false alarm was ever noticed in these
simulations. This is because no independent fading
needs to be exploited in the single-path case, as only
one ray exists. Thus, a relatively smaller value of M

can guarantee that no false alarm occurs. This is in
fact a useful property of the proposed detection
method as a false alarm could be more damaging to
the estimation process than not detecting existing
overlapping multipath components.

7. Mobile-positioning application

The impact of using the a priori multipath
information, obtained from the proposed algorithm,
on overlapped multipath resolving techniques is
reflected by the simulation results given in Fig. 12.
In these results, a Rayleigh fading channel is
considered. The channel has two overlapping
Rayleigh fading rays with a maximum Doppler
frequency of 10Hz. The two overlapping rays are
shown in the first plot of the figure. An IS-95 pulse-
shaped CDMA signal is transmitted over this
channel. The signal-to-noise ratio at the output of
the channel is �10 dB. The delay between the two
rays corresponds to T c=4. The second plot of
Fig. 12 shows the output of a conventional matched
filtering stage followed by a conventional least-
squares deconvolution stage. It is clear that the
amplitude of the signal at the output of such a
procedure is significantly degraded leading to
significant errors in the estimation of the time and
amplitude of arrival of the first arriving ray. The
third plot of the figure shows the estimated channel
if a regularized least-squares operation is used
instead of the conventional least-squares operation.
Again we can see that this method fails in resolving
an accurate estimate for the channel. Finally, the
fourth plot of Fig. 12 shows the estimated channel
when a model-based adaptive solution is used [27].
In this case, we can see that the a priori information
provided by the proposed method serves to enhance
the channel estimate significantly. Furthermore, we
can see that conventional least-squares techniques
suffer from high levels of noise enhancement. Thus,
the proposed algorithm can avoid these errors in the
case of single path propagation, when no over-
lapping multipath components are detected. More-
over, Ref. [12] overviews different methods of
cellular position estimation using time-of-arrival
and time-difference-of-arrival.

8. Conclusions

In this paper, we presented a technique for detecting
overlapping multipath components. The proposed
technique was analyzed to optimize its parameters and
simulation results showed a high level of detection
accuracy. Having such a priori information about the
existence of overlapping multipath components can be
useful in overcoming some challenges facing over-
lapping multipath resolving:
(1)
 If no overlapping multipath components are
detected within a pulse-shape period from the
prompt ray, a peak-picking operation is suffi-
cient and no least-squares operation is needed.
This avoids noise enhancement and saves
unnecessary calculations. In these cases, the
single path searcher of [27], for example,
achieves a high accuracy for the time and
amplitude of arrival estimates of the first
arriving ray.
(2)
 If overlapping multipath components are de-
tected, an adaptive searcher, which avoids the
matrix ill-conditioning problem associated with
the least-squares design, can be developed [25].
(3)
 Having information about the existence of over-
lapping multipath components could serve to
provide a measure of the degree of confidence in
the location estimation in general. Providing such
level of confidence in the location process is
recommended by the Federal Communications
Commission (FCC) (2). For example, if no
overlapping multipath components were detected
in the vicinity of the first arriving ray of the MS
signal at a specific BS, the level of accuracy in the
estimation of the time and amplitude of arrival of
the first arriving ray in this case is a function of
the received signal SNR at this specific BS. It is
shown in [27] that such accuracy level is high in
the case of single path propagation. On the other
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Fig. 12. Impact of using a priori multipath information on multipath resolving.
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hand, if overlapping multipath components are
detected, the level of accuracy in this case is
dependent on the received signal SNR as well as
on the ability to resolve the overlapping multi-
path components. In general, we expect a higher
accuracy in the case of no detected overlapping
multipath components.
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