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Abstract—One of the most crucial stages of the Mars Exploration
Missions is the Entry, Descent, and Landing (EDL) phase. During
EDL, maintaining reliable communication from the spacecraft to
Earth is extremely important for the success of future missions, es-
pecially in case of mission failure. EDL is characterized by very
deep accelerations, caused by friction, parachute deployment and
rocket firing among others. These dynamics cause a severe Doppler
shift on the carrier communications link to Earth. Methods have
been proposed to estimate the Doppler shift based on Maximum
Likelihood. So far these methods have proved successful, but it
is expected that the next Mars mission, known as the Mars Sci-
ence Laboratory, will suffer from higher dynamics and lower SNR.
Thus, improving the existing estimation methods becomes a neces-
sity. We propose a Maximum Likelihood approach that takes into
account the power in the data tones to enhance carrier recovery,
and improve the estimation performance by up to 3 dB. Simula-
tions are performed using real data obtained during the EDL stage
of the Mars Exploration Rover B (MERB) mission.

Index Terms—Doppler effect, frequency estimation, maximum-
likelihood estimation, space vehicle communication.

I. INTRODUCTION

ASA’S Viking missions made history when they became
N the first spacecraft to land safely on Mars in 1976.
The next landing was accomplished twenty years later by the
1996 Pathfinder mission, which introduced innovative landing
techniques. The two Mars Exploration Rover (MER) missions
named MERA and MERB were launched by NASA in mid
2003, landing the rovers on Mars on January 2004. These rovers
have travelled for miles across the Martian surface, conducting
field geology and making atmospheric observations.

NASA’s next mission requiring safe landing on the surface
of Mars is known as the Mars Science Laboratory (MSL), and
is planned for the Mars launch opportunity in 2009. The pri-
mary objective is to investigate the habitability of Mars (i.e.,
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Fig. 1. Entry, Descent, and Landing stages during MER missions (from [5]).

its capacity to sustain life) [1]. One of the most outstanding
characteristics of MSL compared to previous Mars Exploration
missions is the advanced landing techniques that will be em-
ployed. The Mars Entry, Descent, and Landing (EDL) stages
of the MSL mission will deliver a larger rover to a higher alti-
tude, while maintaining precision landing [2], providing access
to previously unaccessible sites [2]-[4].

A. Entry, Descent and Landing

The EDL stages of the mission refer to those stages between
the point when the shuttle enters the atmosphere of Mars and
when it finally lands on its surface. Fig. 1 shows the EDL stages
for the 2004 Mars Exploration Missions [6], [5].

During EDL, it is highly important to maintain communica-
tion between the spacecraft and Earth, since the information sent
could be critical for the success of future missions, especially
in the eventuality of a mission failure. Before Entry and until
the lander is separated from the backshell, communication is by
a direct-to-Earth (DTE) X-band (8.4 GHz) link. After separa-
tion the backshell antenna can no longer be used, and commu-
nication is achieved using two links: a main UHF relay link to
the Mars Odyssey or Mars Global Surveyor spacecraft, and a
backup DTE link using the rover antenna. The DTE link uses a
special form of MFSK modulation that transmits one out of 256
possible data tones every 10 s. This form of modulation will be
discussed in the next section.

EDL is the most challenging phase of the spacecraft to ground
communications [6]. There exist several phenomena that con-
tinuously accelerate and decelerate the spaceship during EDL,
such as atmospheric friction and parachute deployment during
Entry, bridle descent, swinging on bridle, rocket firing and bridle
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Fig. 2. Frequency profile of MERA during EDL.

separation during Descent, and bouncing on the Landing stage.
All these factors contribute to the effect known as Doppler shift,
where the frequency of the main carrier of the communica-
tions signal is shifted from its nominal value. Fig. 2 shows the
residual frequency profile observed during the EDL stage of the
MERB mission. It can clearly be observed that the Doppler shift
ranges between —3 and 6 kHz. This range refers to the frequency
residual which results after a first stage of Doppler shift correc-
tion; the actual Doppler shift has a range of about 90 kHz (see
[5] for example). The Doppler rate, defined as the derivative of
the Doppler shift, ranges between —200 and 200 Hz/s, except
during parachute deployment where it can reach 1000 Hz/s.

For the 2009 Mars Science Laboratory mission, both higher
Doppler shifts and Doppler rates are expected This is due to the
landing techniques of the new mission, which requires landing a
load of about 1000 kg, nearly twice as that of the MER missions
and with a tighter landing ellipse. Predicted Doppler shifts for
the MSL mission range within 15 kHz, and predicted Doppler
rates are in the range —600 to 300 Hz/s. Also, since the shuttle
will be able to land in areas farther away, a lower SNR is ex-
pected (possibly 0.5 to 3 dB lower).

B. Doppler Shift Estimation

In order to recover the data transmitted by the spacecraft
during EDL, it is necessary to estimate and correct the Doppler
shift of the carrier. Several frequency estimation techniques
have been proposed for such purposes. Maximum-likelihood
estimation of a single tone embedded in noise is discussed in
[7] and [8]. Estimation of signals where the tone frequency
changes linearly with time has been studied in the context of
chirp signals (see, for example, [9]-[16]). The case where the
noise is not additive Gaussian has also been considered in [17]
and [18]. In [19], an adaptive algorithm is proposed to track the
carrier frequency once it has been acquired. Frequency tracking
is also considered in [20]. For the Mars Exploration missions,
the technique used is Maximum Likelihood both for carrier
acquisition and tracking [5].

In this paper we focus on Maximum Likelihood estimation
of the Doppler shift. We address the problem of carrier acquisi-
tion, where we need to coarsely estimate the received carrier fre-
quency over a wide bandwidth. We show that improvement over
previous methods can be obtained by exploiting (rather than ig-
noring) the power in the data tones of the transmitted signal to
aid the carrier acquisition process. It is shown that the method
can provide between 1 and 3 dB improvement, and is suitable
for low data-rate, low SNR, and highly dynamic communication
systems such as the one used in the Mars exploration missions.

II. SIGNAL MODEL

We now review the communications system used for the MER
missions. As mentioned before, the DTE link uses a special form
of MFSK modulation with 8 bits transmitted every 10 s. The
models for the transmitted and received signals are described
next.

A. Transmitted Signal Model

The signal transmitted from the spacecraft to Earth during the
EDL phase has the following form [5]:

s(t) = /2Prcos {27rfcot + 1 Sar {27r /,: fd(T)dT:| }

where
e Pr is the transmitted signal power;
* £9 is the nominal carrier frequency;
* u is the modulation index (typically, u = 7 /4);
* Sqr(z) is the limiting function defined by

1, O<z<m
Sar() = {—17 m<x<2r
Sqr(z) = Sqr (x + 2m)

fa(t) is the data tone frequency; it assumes one out of 256
possible values transmitted every 10 s;

* {g is the time instant where transmission began (typically,
to — —OO).

B. Received Signal Model

The signal received on Earth during EDL has the following
model [5]:

r(t) = /ZPr()cos {27r | /t: f(r)dr
+uSqr |:27r /t: fd(T)d’T:| } Folt) (1)

where
* Pg(t) is the time-varying received signal power;
* f.(t) is the time-varying carrier frequency, which is mod-
eled as

fo(t) = O+ Afe(t)
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where A f.(t) is the unknown Doppler frequency shift;

e o(t) is a realization of an zero-mean, additive white
Gaussian noise wide sense-stationary process with vari-
ance 2.

The signal 7(t) is a bandpass signal centered around the fre-

quency f2. It can be expressed in the form
r(t) = ri(t) cos (2m ft) — ro(t) sin (27 f2t)

= Re {#(t)e>" "}

where 7(t) = r1(t) + jro(t) is the lowpass equivalent of 7(t),
and 7 (t) and r¢(t) are its in-phase and quadrature components.
The same relation holds for v(t), namely

v(t) = vr(t) cos (2m f2t) — vo(t) sin (27 f2t)
— Re {@(t)eﬂﬂfi’f} .

The signal o(t) is the low-pass equivalent of wv(t), cor-
responding to a realization of a complex, zero-mean, ad-
ditive white circular Gaussian noise process of the form
0(t) = wvr(t) + jug(t), with vr(t) and vg(t) independent
having variance o2. Note that the variance of ¥(t) is 02 = 2072.

v

The low-pass equivalent of (1) is therefore
t
#(t) = v/2Pr(Bexp { J6 + jom / Af.(r)dr
Jtg
t
+jpSqr [2%/ fd(T)dT:| } + (1)
to

with § = —27Tf£t0.
We can express the signal 7(¢) in discrete-time by sampling

at the rate Fy; = 1/Ts, and using the compact notation 7(n) 2
#(nTy) and #(n) 2 #(nT,). Then

[ #(n) = A(m)explig(n)} + 5(n) | @)

where we defined

nTs
+ uSqr [Zﬂ/ fd(T)dT] . 3)
Jt

Note that if we assume that the data tone frequency is con-
stant (f4(t) = fa1) between two arbitrary time instants 7T and
nTs,n > m, we have

nTs
Sqr [ZW /t fd(T)dT] = Sqr 2w fan/Fs + ¢)

where ¢ = 2[ [, t?TS fa(r)dT — fagmTy] is an unknown phase.

Throughout this work, the measure that will be used to quan-
tify the noise level in a signal is the signal-to-noise-PSD ratio
[5], and will be denoted by SNR. This measure is defined as the
ratio of the received signal power to the white noise power spec-
tral density in dB. Given a noise power spectral density of 7/2,
the SNR is defined as

Input 7(n)
Carrier _ Carrier _ MFSK
Acquisition "] Tracking "] Detection
fo, f1 f() (k) Data

Fig. 3. Carrier acquisition, carrier tracking, and data detection system for MER
missions.

Pr PrFs
SNR =10 IOglo <W> =10 logl() <7

v

) [dB — Hz].

Thus the SNR defined in this way has units of Hertz, and in the
dB scale this is denoted by dB-Hz. Note that this scale can be
converted to conventional SNR by subtracting 10 log,(Fs) =
50 dB when F; = 100 kHz.

C. Signal Demodulation

The received signal 7(n) is demodulated in three stages as
shown in Fig. 3. First, a carrier acquisition algorithm is used to
obtain a coarse estimate of the Doppler shift and Doppler rate
of the received signal. This stage is critical during EDL since all
subsequent stages depend on an accurate initial carrier acquisi-
tion. The method uses a search over a wide range of possible
shifts and rates. After the carrier is acquired, the coarse esti-
mate is refined using a tracking algorithm with a considerably
reduced bandwidth. This stage tracks the carrier frequency at
a finer scale, and provides carrier estimates for the third block,
which performs the MFSK data demodulation.

In this work, we will focus on the carrier acquisition block
only, since accurate acquisition is crucial for the subsequent
stages. Carrier tracking and demodulation are considered in [5]
and [19]. For the carrier acquisition problem, we are interested
in coarse estimates of the carrier frequency. The resolution to be
used for carrier acquisition is 10 Hz, that is, we need to be able
to resolve carrier shifts with an error of =5 Hz. As such, our
performance metric will not be the mean-square error between
the actual and estimated carrier frequency, or the bit error rate at
the output of the demodulator, but rather, the probability that we
acquire the carrier within the range of £5 Hz. A mean-square
error measure would be more appropriate for the tracking al-
gorithm, whereas the bit-error rate would be more appropriate
for the MFSK demodulation section. Naturally, the probability
of carrier acquisition can be translated into a mean-square error
measure, but the former measure will be of more interest in our
case.

In what follows we will present a method where combining
the carrier acquisition stage with the data demodulation stage
can lead to a performance improvement of up to 3 dB, a process
we denote by tone demodulation.

III. MAXIMUM LIKELIHOOD ESTIMATION

The objective of the carrier acquisition stage is to estimate the
Doppler shift from the received signal 7(n) in (2). We will use
boldface notation to denote random quantities, and assume that
7(n) and ©(n) are realizations of the random processes 7(n) and
v(n), respectively. Then we have
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#(n) = A(n)e’*™ 4+ (n)

We start by introducing the following assumptions.

 The noise process 9(n) is complex, zero-mean, circular
Gaussian and iid, with variance 202

* The data is analyzed in segments of NV x M samples. Typ-
ical values are N = 10000, M = 10 and F; = 100 kHz,
leading to an analysis segment duration of 7" = 1 second.
During each segment, the Doppler shift fy and rate f; are
assumed constant, and are modeled as unknown determin-
istic parameters.

* The complex amplitude A(n) is modeled as a piecewise
constant deterministic parameter, i.e., A(n) is assumed
constant in intervals of duration N samples, and the ampli-
tude corresponding to the mth segment is denoted by A,,.
This assumption is useful to account for multiplicative
noise and channel fading, since it allows more frequent
changes in the amplitude, compared to less frequent
changes in Doppler shift and rate. Furthermore, in order to
guarantee an average signal power of 2 Pg, for the low-pass
equivalent (2), we require:

M-1
1

37 O 1Aml* =2Pr )

m=0

Let 7 and v denote the random vectors of length NM with
individual entries 7(n) and v(n),n = 1,..., N M, respectively.
Under these assumptions, the probability density function (pdf)
of the signal 7 is

[#(#(n) = fa(7(n) — A(n)er™) = ﬁ
1 M—-1mN+N-1 9
Xexp{_@ S i) - A }
Y m=0 n=mN

By taking the logarithm we arrive at the following log-likelihood
function:

M—1mN+N—1
|7(n) — Ame”’(")|2 — log(27rag)NM.

The Maximum-Likelihood (ML) criterion estimates { A, } and
¢(n) by maximizing the above log-likelihood function, which
is equivalent to minimizing the following quadratic form:

M—-1mN+N-1

min F(n) — Ape?®)2. 5)
a2 2 ) |

n=mN

Differentiating the above cost with respect to A,,,, and setting
the result to zero, we get the optimal amplitudes

1 mN+N—-1

¥ 2

n=mN

A9Pt — #(n)e =7

Substituting this result into (5) we obtain that the original Max-
imum-Likelihood problem is equivalent to the following maxi-
mization problem:

2

M—-1|mN+N-1
max F(n)e 70 (6)
d)(n) m=0 n:ZmN ( )

The solution to problem (6) will depend on how we model the
unknown phase ¢(n). In general, ¢(n) will be some function of
the Doppler frequency shift A f.(¢). This shift can be described
using a Taylor series expansion, say

Afe(t) = fo+ fit + fot?/2+ - . (7

Thus, by restricting (7) to a few terms, problem (6) becomes a
function of a few optimization parameters, as is shown next.

A. Linear Frequency Model

We assume a linear profile for the Doppler shift, and first
ignore data tones. The linear profile assumption is reasonable
when the length of the data segment to be analyzed is short com-
pared to the change in Doppler frequency. The Doppler shift is
modelled as

Afe(t) = fo+ fut ®)

where the Doppler frequency fo and Doppler rate f; are un-
known. Since we are ignoring the data tones, we set © = 0 in
(3) to obtain

2
¢(n) =27 <];(;n + é?l?) + o

where ¢ represents some constant phase which depends on .
Then the maximization problem (6) becomes

2

M—1|mN+N-1 . n | fin?
miE N —JQW(%"‘f?le )
max E 7(n)e s ©)
fo.fv *=0 1 Sy

This problem is also known as periodogram maximization, and
is not convex in general. It is solved typically by searching over
apredefined set of possible rates f; and frequencies fy, and then
finding the combination that maximizes the expression. Thus, it
involves a 2-D grid search, and the finer the grid, the larger the
complexity of the search. The method can be extended from the
linear case to take into account higher order terms in the expan-
sion (7). For instance, [21] suggests a second-order approxima-
tion of the Doppler shift, which leads to a search over fo, f1 and
fa.

It is important to note that fy and f; are continuous param-
eters, even though the grid search uses a set of discrete search
values. The finer the grid, the more likely it will be to find a
point close to the actual values.

In what follows we will refer to (9) as the ML method, since
it is the one currently used in the MER missions. However, it
should be kept in mind that the method that follows is also Max-
imum Likelihood, but with different modeling assumptions.

B. Linear Frequency Model With Data Tones

We now take into account the presence of the data tones in the
frequency model, and will show how the combined estimation
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of the Doppler shift and the data tones leads to performance
improvement. The Doppler shift is again assumed to be linear
as in (8). When data tones are taken into account in the model
for ¢(n) we obtain from (3)

2
d(n) =27 (fFO:l + J;an )+uSqr (27;?3”

+ cp) +¢o. (10)

Now the ML procedure (6) becomes

M-1|mN+N-1
max E E 7(n)
fo,f1.fae 0| ey
o (f011+f1112) 1S 27rfdn+ )2
—j2n(F-+3 ) —inSar (= +¢
e Fs 2F2 Fs (11)

We will refer to (11) as the Maximum Likelihood with Tone
Demodulation (MLTD) method. The algorithm typically oper-
ates over segments of duration 7" = 1 second (M = 10, N =
10000 and Fs = 100 kHz). Compared to the ML method (9)
without considering data tones, MLTD is more complex because
we also have to search over the phases ¢ and the data tone fre-
quencies f;. However, as will be discussed later in this section,
fa comes from a discrete set, and in some cases may be known
a priori. Also, rough estimates of ¢ will be sufficient to provide
performance improvement.

C. Interpretation of the Tone Demodulation Process

The following interpretation shows why we should expect an
improvement of about 3 dB when we take into account the data
tones as in (11) over the earlier method (9) where data tones are
ignored. The interpretation is included to provide the reader with
an intuitive explanation of the process. A more rigorous analysis
will be provided in the following section. We will assume, only
in this section, that M = 1, the Doppler rate f; = 0 and that
the amplitude A(n) = A is constant.

From (2) and (10), the received signal is of the form

F(n) = Aed RS (S e) gy

(12)
with A = \/2Pre??. Now note the following:
eju Sqr (%+w) = cos
—+jsin - Sqr (27;{}”1 + w) . (13)

Consider the Fourier series expansion of the Sqr function:

Sqr (2n fan/Fs + @) = Z cpedkeeimkfan/F (14)

k=—o0

where
co = 0 and ¢, = sinc (kr/2)e™7*™/2 | #£ 0.

Since ¢;, = 0 for k even, it can be observed that 7(n) contains
tones at frequencies fo, fo £ fa, fo £3fa,- - .. The power of the
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Fig.4. (A)Magnitude spectrum in dB of received signal, obtained via [N point
DFT of #(n), using fo = 5000 Hz, f = 1000 Hz, SNR=40 dB-Hz and
pu = /4. (B) Magnitude spectrum in dB after tone demodulation, obtained
via N point DFT of #(n)e~i#Sar (2mfan/Fste),

signal without noise at frequency fy is A2 cos? y. The combined
power of the two primary subcarriers (at frequencies fo £ fq) is
(8/72)| A|? sin? pu. Fig. 4(a) shows a typical plot of the N point
DFT of 7(n).

The ML procedure (9) estimates fy by demodulating the
signal to baseband (multiplying by e~ 727fon/Fs) and then
calculating the sum of the result, obtaining

Nl N-1
Z f(n)e—]Qﬂ'fon/Fs = AN cos i+ Z ,ﬁ(n)e—]Qﬂ—fOn/Fs.
n=0 "0

The SNR of this result is
cos® i x |A|’N/ (2072) .

On the other hand, we can think of the MLTD procedure (11) as
a “tone-demodulation” process followed by the same “signal-
demodulation” process as in the ML method. This is accom-
plished by multiplying by e ~7# Sar (27fan/F:+¢) demodulating
to baseband, and taking the sum of the result, to obtain

N—1
AN + Z {}(n)e—jz‘fffon/Fs—jll Sqr (2w fan/Fs+¢).
n=0

The SNR of this result is
|A]’N/ (207) -

We observe that if f; and ¢ are appropriately chosen, and using
a value of u = 7 /4, the MLTD method has a SNR enhancement
of 3 dB compared to the conventional ML method. The result
of the MLTD multiplication causes the data tones to demodu-
late onto the main carrier, and add constructively, therefore en-
hancing its power and allowing better estimation performance
[see Fig. 4(b)]. Since about half of the power is in the carrier
and the remainder in the data tones, a 3 dB enhancement of the
carrier power is expected.
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D. Complexity of the Tone Demodulation Process

The ML method (9) requires a search over Ny, and Ny,
discrete frequencies fj and f1, respectively, whereas the MLTD
method (11) requires searching also over Ny, and N, dis-
crete values of f; and ¢, respectively. Using typical values
of N = Ny = 10000, Ny, = 57, Ny, = 256, N, = 8 and
M = 10 (see Section IV), MLTD requires on the order of
MNy Ny, N,Ny log Ny, floating point operations. More-
over, MLTD is roughly 1000 more complex than ML in its
general form. However, when f; is known, MLTD is only
eight times more complex than ML, and provides significant
performance improvement. In general f; is unknown, but since
this frequency is kept constant for every 10 segments, the value
may be known from a previous segment estimate. When f; is
unknown, the method is still useful, since it can be applied only
to those segments of the signal which are extremely noisy, and
where the original ML method performs poorly.

Also, note that if we approximate (14) by its first harmonic
oI Sar (2 +4) ~ oS 1

L 2w fgn

+7sin p (cle]( Ts

+) —c_qe

- (%ﬂo))
then we need not take a new DFT for every value of f; and
, but rather replace them by shifts and additions of the same
spectrum. If we can do shifts and additions efficiently, we can
reduce the complexity of MLTD to that of ML, at the expense
of some performance hit due to the above approximation.

IV. PERFORMANCE ANALYSIS

We now analyze the performance of the MLTD estimation
method. The analysis can be extended to the case where the
Doppler shift is assumed to include higher order terms of the
expansion (7). The following analysis extends the results of [5]
to the more general case (11) when data tones are taken into
account rather than ignored.

A. Signal Model and Performance Metric

It is assumed that the received signal has the form (12), with
a piecewise-constant amplitude as discussed in Section III, and
that the data tone frequency is fixed at f;. The signal is analyzed
in segments of duration 7" seconds, where T = M N/ F;. We use
the notation fo, f1, f4 and ¢ to refer to the true parameters of the
received signal. The MLTD method of (11) requires multiplying

7(n) by

. fino o fin? . 27 fhn
A —127r( Pt )—Jll Sqr ( 7L +99’)
d(n;f)=e :

where we have introduced the notation f{, f1, f; and ¢’ to refer
to the dummy search variables, and where 6 denotes a vector of
search parameters ordered as follows:

0 =[fo fi fa¢']
The ML estimates of fy, f1, f4 and ¢ are found by solving

{.f()?fl?fd?@}:arg max J(’F(TL),H)

fofifoe

15)

with
L Mo1|mN+N -1 2
J(Fn);0) = > | D #(n)d(n:6) (16)
m=0 n=mN

The cost J(7(n); 6) is a realization of a real, scalar random vari-
able J(7(n); #) whose distribution depends on the parameters
fo, f1, f; and ¢'. Once 7(n) is received, we compute the deter-
ministic cost J, and the ML method selects the set of parameters
that maximize J.

To make the analysis tractable, we introduce some simpli-
fying assumptions. Define the auxiliary function

mN+N-—-1

MEOENDY

n=mN

ej27'rz(n)n )

7)

When the argument of g, is equal to a constant k/N, we get

N, k=rN,rel’
gm(k/N) = go(k/N) = {0_ otherwise

We assume that:

* fo = kFs/N for some integer k. This assumption is not
true in practice, since fy is a continuous variable. The far-
ther fo is from a multiple of kF5/N, the worse our esti-
mate will be. However, since this problem will affect in the
same manner the proposed MLTD method and the original
ML method, we will assume in our calculations that this
assumption holds. Typically, we will have N/F; = 0.1
sec, so fo will be considered a multiple of 10 Hz. Thus,
the search will be performed at integer multiples of F /N,
that is, f = k'Fs/N for some integer k’. Since we are
free to choose the tone frequencies f,;, we will also assume
fa = kFs/N for some integer k # 0

o gm(Afin/(2F2)+k/N) =~ 0if Af; # 0, for any integer
k. This result is also not true in general, but the approxima-
tion is good for values A f; large enough. As we decrease
the value of A fi, the probability of making an error by se-
lecting a grid point close to the true one increases, but so
does the frequency resolution. Moreover, we are mostly in-
terested in estimating the Doppler shift fj, since we assume
a carrier tracking stage follows, which reduces the search
range around the estimated frequency fy. Hence small er-
rors in detecting f; are not of major concern as long as fy
is acquired correctly.

The metric used to evaluate the performance of the algorithm
is the probability of error in carrier acquisition, P., defined as
the probability that the estimate fo is different from the true
value fy. In terms of J, it can be expressed as follows:

P. = Prob {J(r(n);6") > J(v(n);0")} (18)
for at least one set of values of §' = [fy fi f; ¢'] such that
fo # fo, and for every value of 8" = [fy f{" fi ¢"].

To derive expressions for P,, we will proceed as follows. For
every combination of values of the parameters f{, f1, f; and ¢/,
we will derive an expression for the probability distribution of
the resulting random variable .J. Subsequently, we will compute
P. from (18).
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B. Statistics of the Estimates

Define the dlfferences Afg = fo —fAf = f1 —f1,Afq 2

fa— fh,Ap = @ — . It then follows that

7(n)d(n; 9) = A(n) exp {j o <Af0n Af1”2>

F, 22

+jp Sqr <27r%n + <p>

/

—jpSqr <27r%n + go') } + o(n)d(n;0).
(19)

From (13), we have
j i | Sqr 2"fd"+ _g r( ’rfd"+ ):|
i [sar (3242 4) -sq ot s
2
+ 7sinpcos p - [Sqr (% +90>
27 flin
S 20Jd™ /

2 2m f!
+sin? p- Sqr ( ﬂ-Fj;dn + <,0> Sqr ( WFden + <,0'> .

(20)

e

We also introduce the following useful notation:

mN4+N—1
Y #(n)d(n;6)
m7]L\7:+mN]\i1
Z (n)d(n;0)

n=mN

R, =T,+V,.

R, 2

v, 2

Using (19), (20), (17), and (14), we arrive at

Afln
T )

+ jAm sinucosuz e’ g,

%
o <Af0 +kfq Afm)

F, 2F?
— jA,, sinpcos p Z ckejwlgm

k
(Bt Spn)

Y
+ A,, sin? 1 Z Z ckclej(k“’"'l“’/)gm

ko1
X<Af0+kfd+lf(li Afm)

F, 22

A fo
_—A 2 . m —
I, m COS~ [b- g < F.

2y

Equation (21) is important for our analysis, since it allows us to
find an expression for statistics of R,,, for every value of search
parameters f{, f1, f; and ¢’ as a function of the true parameters

fo, f1, fa and .

Note that V',, is a zero-mean, complex Gaussian random vari-
able with variance 2N o2, independent of V/,, for m # n. There-
fore, we have that

M-1

1 1
Z |Rm|2 ~ X%M,/\
m=0

2N012) J((n;0)) = 2N012)

where x3,,, represents a noncentral chi-square distribution
with 2M degrees of freedom and noncentrality parameter

M-1
N No? Z T . (22)
The pdf of X ~ X%JM,/\ is (forz > 0,\; # 0)
67($+)‘)/2 €T ML
fx@)="——(5) T a(Vaa) @3

where I,,(x) is the modified Bessel function of the first kind.
When A = 0, X is distributed according to a central chi-square
distribution. In this case, the pdf becomes (for x > 0)

o /2, M1

(M = 1)1 .

fx(z) =

C. Parameter Classes and Probability of Error

In our search procedure we will search over Ny, Ny, , Ny,
and N, discrete values of fy, fi, f; and ¢’, respectively. Let
Mg € RNioXNixNiyXNe denote the space of all possible
search vectors #. We will partition this space as follows.

Pi:A0: fo = fo, fi = fr. fa = fa}
7)2i{eifozifd7f1:f1;fd:fd}
Ps:{0: fo = £2fa, fi = fr, fo = fa}
Py:A{0: fo = fo, fl=F, fa # fa}

Ps {0 : fo = tfa,xfo, fi = fi, fa # fa}
P : {0 : fo = £(fa+ f2),

£ (fa—fa)s J1 = f fa # fa}

Po:{0:0¢{USC}}.

When f,; is known, only partitions O to 3 exist. Whenever 6 be-
longs to Py or Py, the value of f] will be equal to the true value
fo. For every partition, we define a set of identically distributed
random variables

1 -
WJ(T(”), 0 € PL)

v

Using (21) and (22), and using the relation 2SNR x T =
2PMN /o2, we obtain

X;(0) = ~ X5

A =0
A1 = 2SNR x T x [cos? pu 4 sin® - (1 — 2|Ap]|/7)]?
8
A2 =2SNR x T'x — sin? y1cos® ju(1 — cos Ay)
™
4
A3 =2SNR X T X — sin® pusin? Ag
T
Ay = 2SNR x T x cos? p
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Fig.5. Probability of error in carrier acquisition vs. SNR for Ay = 0, A f; =
0. (Continuous line) ML method. (Dashed line) MLTD. (Dot-dashed line) 3-dB
improvement over ML method.

4
As = 2SNR x T x = sin? pcos? p

16
X6 = 2SNR x T' x — sin* pu. (25)
T
A more detailed derivation can be found in the Appendix. We
also define

Yi = maxXZ(H)
0EP;

Thus, the probability of error can now be rewritten as

P, = Prob (maX(Y07Y27Y3,Y5,Y6) > maX(Y17Y4))
~ PI‘Ob(IITlaX(Y(]7Y27 Y37 },57 YG) > Yl)

where the last approximation follows from the fact that the prob-
ability of Y; > Y, is high. We will evaluate P, in three sce-
narios: when f; and ¢ are known, when only f; is known, and
when all the parameters are unknown.

1) Known f4 and p: When f; and ¢ are known, the param-
eter space My is partitioned in four classes. Class P; has one
element, classes P> and P3 have two elements each, and class
Py has Ny Ny, — 5 elements. Moreover, V,,,(01) and V,,,(62)
are uncorrelated (and therefore also independent) whenever 64
and 65 are in different classes. This means that the X ,;(0]-) are
independent in ¢ and j. Let fx, and F'x, denote the probability
density function and cumulative density function, respectively,
of the random variable X ;. Since all random variables Y; are
also independent, we have that the probability of correct carrier
acquisition P,cq = 1 — P, is

Ny Ngy—5

+oo
Pocq = /O F§2F§3Fxo Ix,(z)dz

+oo
N¢, N, —5
~ /0 Fy,' " (@) fx, (z)da. (26)
Fig. 5 shows the probability of error in carrier acquisition,
P, versus the SNR for the ML method without tone demodula-
tion (ML) and with tone demodulation (MLTD) using expres-
sion (26) where Ay = 0 and f; is known. We have chosen the

values Ny, = 10000 and Ny, = 57 as in [5]. The curve for
ML is the same one reported in [5]. Also shown is a 3 dB-im-
provement curve of ML. We can clearly see that MLTD achieves
3-dB improvement for low values of SNR, and even better im-
provement for high values of SNR. Though a 3-dB improvement
is expected, more than that is surprising. The reason is that in
the ML curve, the performance at high values of SNR is lim-
ited by the presence of the primary data tones at f. + fy and
fe— fa. When we apply tone demodulation, not only we double
the power of the carrier at f., obtaining a 3-dB improvement,
but we also eliminate the data tones at frequencies f. + f4 and
fe — fa (see Fig. 4). Thus, the improvement is larger than 3 dB
for high SNR. This is the most optimistic scenario, where ¢ and
fa are known. Though in practice we may have knowledge of
fa, we will never know exactly what ¢ is. We will consider the
effect of these parameters next.

2) Known f;: The maximization procedure (15) requires
searching over N, phases ¢’. We propose searching over a set
of phases uniformly distributed between 0 and 27. Analyzing
exactly the performance of this method is challenging, because
we now deal with chi-square random variables that come
from highly correlated Gaussians. We tackle the problem by
simulating the problem using artificial data, and then making
some reasonable assumptions that let us obtain expressions that
closely agree with the simulation results. Thus, we propose the
following assumptions when A f; = 0.

Note that if we search over uniformly distributed phases ¢/,
the maximum difference A between ¢ and the closest ¢’ will
be 7/N,,. Since the actual phase ¢ can be anywhere between
0 and 27, the expected value of |Ag| will be 7/(2N,). We
will assume that the random variables Y1,Y s and Y3 have
the same distribution as X 1(6), X2(6) and X 3(#) respectively,
using values \; obtained using Ay = 7/(2N,), and also as-
sume them independent as before. For Yy, we will assume that
all variables X (f), # € Py are independent. Then we can com-
pute P, as follows:

+o00
Pacy ~ / F3, P, Fy," " fx, (0)da

+o00
~ / FO NN () e (a)d. 27)
JO

Note that (27) is a generalization of (26) for the case N, # 1.

Fig. 6 shows the resulting curves obtained using expression
(27) for the case when f; is known, with Ny, = 10000 and
Ny, = 57. We can observe that there is practically no gain
in increasing the search range from 8 to 16 phases. Hence, we
propose the following search procedure for ¢: search over 8
values of ¢’ uniformly distributed between 0 and 27, and choose
the phase ¢’ that maximizes (15). In Section V, we compare
the predicted curves with the results obtained using artificially
generated data.

3) All Parameters Unknown: The performance curve also de-
pends on the number of possible data tone frequencies, Ny, .
The best scenario occurs when the tone frequency is known, in
which case we have Ny, = 1. When f; is unknown, the fact
that the random variables X ;(f) are heavily correlated makes
the analysis challenging. As we did in Section IV-C.2, we will
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Fig. 6. Probability of error in carrier acquisition vs. SNR for Af, = 0,
and using search with different values of N,. (Continuous line) ML method.
(Dashed line) MLTD for N, = 16, N, = 8 and N, = 4.

approximate the performance curves using heuristics, and il-
lustrate the results using simulations. Again we will approxi-
mateY1,Y 5 and Y5 by X(6), X2(6) and X 3(8), respectively,
using Ap = 7/(2N,,). ForY o, Y 5 and Y'g, we will assume that
Xo(0),X5(0) and X(6) of the form X;(6;) are independent
in 2 and j, but modify the number of independent random vari-
ables by replacing Ny, by Ni = [Ny, /(1+logy Ny,)]. Then
we can compute Pq., as follows:
+oo , , ,
Poeg & / F3,F3 FEFRIFR fx, (a)da

0

0

+oo , ,
~ / EN (o) I () i, () 28)

with

N3 = Ng = (4Ny, — 4N,
N} = Nj, N}, Ny, N, — 9N} N, + 4N,
N}d = |_Nfd/(1 + 10g2 Nfd)J'

Note that (28) is more general than (27), since for Ny, = 1 we
get Ny = 1.

Fig. 7 shows the effect of Ny, on performance. The curves
were obtained using (28), with Ny, = 10000, N¢, = 57, N, =
8and Ay = m/(2N,,). As expected, as we increase the possible
number of tone frequencies, the performance becomes worse,
but even for large Ny, , we have performance improvement over
the case where the tones are ignored.

V. SIMULATIONS

We now show simulation results that illustrate the perfor-
mance analysis of the previous sections. We simulate the method
using both artificial data generated according to model (12) and
real data from the 2004 MER mission.

A. Artificial Data

Artificial Data was generated according to model (12), as-
suming a linear frequency shift. The sampling frequency was

10 T T T T
ML
& = === MLTD
oS
\::
10” ~
@ <O 256
QL N ALY
SN s
\
107 W e ]
\ s N 4
. 1
\ \\ A \\
A SR \
-3 Vv M
10 : : : -
14 15 16 17 18 19
SNR (dB-Hz)

Fig. 7. Probability of error in carrier acquisition versus SNR for A = 0, and
different number of possible values for the data tones Ny, . (Continuous line)
ML method. (Dashed line) MLTD: 1, 16, 64, and 256 data tones.

chosen as F; = 50 kHz, and N = Ny, = 5000. The Doppler
rate, f1, was also assumed to be known, and therefore Ny, = 1.
Although this is not true in general, we expect the performance
of both methods, ML and MLTD to be degraded in the same
amount when f; is unknown. We first consider the case where
the data tone frequency fy is known and then the more general
case where it is unknown.

1) Known fy: To analyze the performance of the method
when f; is known, artificial data was generated with different
values of SNR, and 1000 experiments were performed. Both
the traditional ML method (9) and the MLTD method (11) were
implemented. The initial phase ¢ of the signal was chosen at
random at the beginning of every experiment.

Fig. 8 shows the resulting probability of error in carrier acqui-
sition vs. SNR for the ML and MLTD methods, searching over a
different number of phases ¢’. All searches use N, phases uni-
formly distributed between 0 and 2. For every value of SNR,
the probability of error was calculated using 1000 experiments.
We can clearly see that for IV, = 16, the performance is slightly
better than the one with the choice N, = 8. Hence, we conclude
that it is not worth to search over 16 phases due to its increased
computational burden and negligible improvement. We suggest
a value of N, = 8 for the phase search. Also shown are the
predicted curves for ML from [5] and MLTD using expression
(27), which very closely match the simulation results.

2) Unknown f;: We now drop the assumption that f; is
known. We still assume that f; is known to reduce the number
of computations, and expect the performance to be equally de-
graded for both ML and MLTD when this is not true.

Fig. 9 shows the resulting performance curves when both fy
and ¢ are unknown, with Ny, = 256 and IV, = 8. For every
value of SNR, the probability of error was computed using 100
experiments. Also shown are the predicted curves for ML in [5]
and MLTD using (28).

B. Real Data

We now present simulation results for the ML-TD method
using real data from the 2004 Mars Exploration Rover (MERB)
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Fig. 8. Results obtained for ML and MLTD using artificial data, f; known.
(Continuous line) Predicted results using 8 phases. (Dashed line) Search using
16 phases. (Dotted line) Search using eight phases.
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Fig. 9. Results obtained for ML and MLTD using artificial data, f; unknown.
(Continuous line) Results using artificial data. (Dashed line) Predicted results.

mission. The simulations were performed by choosing a seg-
ment of the real data where the frequency profile does not re-
semble a linear curve, and second derivatives of the Doppler
shift may be important. The original segment was processed
using the original ML method to extract fy and f;, and its SNR
was predicted. Subsequently, artificially generated noise was
added to take the SNR to the desired levels. As was done previ-
ously, f1 was assumed to be known in all cases to reduce compu-
tations. Since the sampling frequency of the MERB data is 100
kHz, we decimated by a factor of 2 to obtain data sampled at 50
kHz. As we did for the artificial data, we chose Nz, = 5000 and
Ny = 1.

1) Known f4: Fig. 10 shows the performance curves ob-
tained with the real data when f; is known. Also shown for com-
parison are the curves obtained using the performance analysis
of the previous section. For every value of SNR, 1000 experi-
ments were performed for the probability calculations.

= = = Predicted
Real data

107 | %%
~
A7 > ML
A
-9 s
107 ¢ Mo 1
A Y
S>> MLID
\
\
\
107° : — :
15 16 17 18 19
SNR (dB-Hz)

Fig. 10. Results obtained for ML and MLTD using real MERB data, f; known,
N, = 8. (Continuous line) Results using real data. (Dashed line) Predicted
results.

The difference between the actual and predicted curves can
be attributed to several phenomena. First and foremost, the per-
formance curves were derived for the linear frequency model,
and thus are in concordance with the artificially generated data.
The real data, however, does not offer a perfectly linear profile.
The performance may be improved by also estimating second
derivatives of Doppler shift. A second reason for the difference
between the curves lies in the estimation of the SNR of the orig-
inal data before adding noise. This estimate was obtained by
finding the peak-power to noise-floor ratio, after applying the
original ML method.

Much more interesting and relevant is the fact that the MLTD
method preserves a 2- to 3-dB advantage over the original ML
method.

2) Unknown fy: Fig. 11 shows the performance curves ob-
tained with the real data when f; is not known. Also shown
for comparison are the curves obtained using the performance
analysis of the previous section. For every value of SNR, 100
experiments were performed for the probability calculations.

The reasons for difference between predicted and actual
curves from the case when f; is known still apply. We can
clearly observe that MLTD preserves a 1-dB improvement over
the original ML method.

VI. DISCUSSION

The proposed method is shown to provide about 3-dB im-
provement both for artificially generated data and real data,
when the tone frequency fy is known. Though this is not true
in general, the case where f; is known is relevant in practice.
For the MER communications system, as discussed previously,
fa is kept constant for 10 s, and the carrier is estimated for
every 1 s. Therefore, we could use the value of f; obtained on a
previous segment to estimate the carrier in the current segment.
Moreover, during EDL there exists a most-likely sequence of
tones which may be used for detection.

When f; is unknown, we have to resort to extensive search
methods, which are computationally intensive. However, it is
not necessary to apply them at every point of the signal. That is,
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Fig. 11. Results obtained for ML and MLTD using real MERB data, f; un-
known, NV, = 8. (Continuous line) Results using real data. (Dashed line) Pre-
dicted results.

the original ML method could be applied on a first pass over
the entire signal, and then MLTD could be applied over the
segments with low predicted SNR. Another alternative is the
shifting approach of Section III-D. We have also shown that a
search over eight different values of ¢’ is sufficient to obtain
good results.

Finally, one could consider modifying the communications
signal for the method to have better performance when f is un-
known. For instance, instead of sending one out of 256 tones
every 10 s, we could send one out of 16 tones every 5 s s. We
would be decreasing redundancy, but this would considerably
aid the search process, providing much lower computational
burden, and better performance.

VII. CONCLUSION

We presented a ML estimation algorithm to perform carrier
frequency estimation for the communications system of the
Mars Exploration missions. The method utilizes the power
in the data tones to enhance the carrier, enabling in theory
more than 3-dB improvement. We analyzed the performance of
the method and simulated it using artificially generated data.
Finally, we tested the algorithm on the signal obtained during
the MERB mission, showing that a 2- to 3-dB improvement
may be possible when the data tone frequency is known, and a
1-dB improvement when it is unknown.

APPENDIX
DERIVATION OF (25)

Whenever f] # f1, orequivalently A f; # 0, we have R,,, =
V. and therefore Ao = 0. When A f; = 0, we have from (21)

Afo
Ty = Ay cos® i -
cos™ go( i >

" A k
+ jAp, sin /Lcosuzk: cre’®? go (TJ:O + Fi§>

. . P A k’ /

k
+ Ay, sin® p Z Z ckclej(k9°+l<’°/)go
k1

Afo  kfa+1f)
X(FQ —}-711_,S d).

(29)

Without loss of generality, we will consider values of Ay in the
interval [—m, w]. When Afy; = 0 and Afy = [f4,] € Z, the
fifth term in (29) is equal to

4 / I IA

in2 _ st —m) Z ) s L

A, N sin® p [6(0 ¢ cos ( 5 > sin ( 5 )}
0 lodd

= AmNsinzu(l—%|Acp|), =0
— A, N sin? u%eﬁ(‘?"'@/) sin |[Ap|, [ =+2

We are now in a position to find the values of T, for different
scenarios. We will distinguish between two cases. When A f; =
0, we obtain

T = Ay X N
cos? pu+sin? p - (1 —2|A¢|/7), Afy=0

x { F2Zsinpcos p[eTi? — eFie], Afo==+f4
— 2 gin? peFile+e) gin |Agp], Afg = £2f4

™

(30)

In (30), we are ignoring the terms corresponding to |A fo| >
2 f4 since they will be negligible in the probability calculations.
When the actual and assumed tone frequencies are not the same,
i.e., Afq # 0, and assuming f4 is not a multiple of f/ and vice
versa, we get

T, = A, x N
cos? i, Afo=0
FZsinpcospe™?,  Afo==%f,
X j:% sinpcos pei® . Afy = +f} 3D
_7:1_2 sin2 Ne:FJ'(’»O-‘rSO')’ Afo==%(fa+ f)
2 sin® peFite, Afo==£Afa

where for simplicity we are ignoring terms that include factors
¢k for |[k| > 3. If Af; = 0and Afy; = 0, from (30) and (25),
we obtain

A1, ifAfp=0

Noy if Afo=£fs
Ag, it Afg==22f,4
Ao, otherwise

and if Af; = 0 and A fy # 0, using (31) and (25), we arrive at

Ay, fAf=0

A\ = )\57 lfAfOZifdiflli
Xe, ifAfo==x(fa+ fh), £Afq
Ao, otherwise

where the \; are given in (25).
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