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Abstract—The wideband RF receiver in a software-defined
radio (SDR) system suffers from the nonlinear effects caused by
the front-end analog processing. In the presence of strong blocker
(interference) signals, such nonlinearities introduce severe cross
modulation over the desired signals. This paper investigates how
the cross-modulation distortion can be compensated for by using
digital signal processing techniques. In the proposed solution, the
SDR scans the wide spectrum and locates the desired signal and
strong blocker signals. After down-converting these signals sep-
arately to the baseband, the baseband processor processes them
jointly to mitigate the cross-modulation interferences. As a result,
the sensitivity of the wideband RF receiver to the nonlinearity
impairment can be significantly lowered, simplifying the RF and
analog circuitry design in terms of implementation cost and power
consumption. The proposed approach also demonstrates how
mixed-signal, i.e., joint analog and digital, processing techniques
play a critical role in the emerging SDR and cognitive radio
technologies.

Index Terms—Channel estimation, cross modulation, mixed-
signal processing, nonlinearity, orthogonal frequency division
multiplexing (OFDM), software-defined radio (SDR), wireless
communication.

I. INTRODUCTION

A software-defined radio (SDR) system is a radio com-
munication system that can tune to any frequency band

and receive any modulation across a large frequency spectrum
by means of programmable hardware [2]–[6]. SDR systems
allow the feasibility of different wireless services by using just
a single reconfigurable chipset. Moreover, SDR systems offer
a platform for the newly emerging cognitive radio technology,
which demands high controllability and programmability for
radio transmission and reception [7], [8]. The convenience and
promise of SDR face numerous challenges. Traditionally, in
order to simultaneously communicate over different frequency
bands, the receiver uses several RF front-end modules so
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Fig. 1. Traditional receiver dedicated to the frequency band with carrier fre-
quency � .

Fig. 2. SAW filter can effectively remove the strong blocker signals in other
frequency bands.

that signals in different bands can be received and processed
separately. Fig. 1 shows an RF receiver dedicated to a com-
munication channel with carrier frequency . Because of the
high out-of-band rejection characteristic of the band-selection
surface acoustic wave (SAW) filter, interferences at other fre-
quencies are suppressed and they cause little distortion to the
desired signal (as demonstrated in Fig. 2), even in the presence
of considerable front-end analog imperfections such as nonlin-
earities and IQ imbalances [9], [10]. Unlike conventional RF
receivers, an SDR uses a wideband RF front-end module with
several GHz bandwidth. A tunable synthesizer and mixer are
used to lock in the desired frequency band and down-convert
the signal to the baseband [11], [12]. Without the SAW filter,1

all the signals and interferences existing in the wideband range
are amplified and down-converted. Due to the unavoidable
nonlinearity in the low-noise amplifier (LNA), the presence of
strong blocker (interference) signals causes cross modulation
over the desired signal. This threat becomes significantly
harmful, especially when the desired signal is weak.

While analog/RF designers are striving to improve the lin-
earity of RF receivers, there have been works in the literature
to mitigate this impairment by using digital domain techniques
[13]–[17]. These digital solutions provide a flexible alternative

1A SAW filter cannot be used here because it is application-specific with a
fixed center frequency and bandwidth. Until now, there is no tunable SAW filter
with sufficiently good performance. Furthermore, the SAW filter cannot be in-
tegrated on-chip with the receiver circuitry, which means that a multi-standard
receiver with many SAW filters will be bulky and expensive.
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Fig. 3. SDR with a wideband front-end RF receiver [11], [12]. Without a SAW
band-selection filter, the receiver acquires a wideband signal. The tunable os-
cillator and mixer are used to selectively down-convert the signal in a desired
frequency band.

approach to combat nonlinearities, which is particularly appro-
priate for SDRs that have an extremely wide bandwidth and a re-
configurable hardware/software structure. In this paper, we pro-
pose a nonlinearity compensation scheme for the SDR structure
proposed in [11], [12]. As shown in Fig. 3, this SDR system has
a wideband RF front-end (0.8–6.0 GHz), and is able to selec-
tively down-convert and sample the signals in desired frequency
bands. Our scheme will require two RF signal paths—one is
used for capturing the signal in the desired band, while the other
is used to locate and acquire the blocker signal. The secondary
RF path, used to acquire the blocker signal, can be implemented
with smaller area and less power compared to the main path. As
will be seen later, the proposed scheme only requires the in-
formation about the amplitude of the blocker signal, and hence
adopts a relatively simple hardware implementation for the sec-
ondary path. The baseband processor jointly processes the two
discretized signals to alleviate the effects of cross modulation.

The paper is organized as follows. The next section describes
the system model and formulates the effects of RF nonlinear-
ities when there exists only one blocker signal. The proposed
compensation scheme is presented in Section III, and its perfor-
mance is analyzed in Section IV in terms of the Cramer–Rao
lower bound. Section V extends the system model and the pro-
posed scheme to include multiple blocker signals as well as the
orthogonal frequency division multiplexing (OFDM) transmis-
sion scheme. Simulation results are presented and discussed in
Section VI.

Throughout this paper, we adopt the following notations.
denotes the matrix transpose and represents the matrix con-
jugate transpose. and return the real and imaginary
parts of its argument, respectively. is the expected value
with respect to the underlying probability measure, and
represents the diagonal matrix whose diagonal entries are deter-
mined by its argument.

II. SYSTEM MODEL

Referring to Fig. 3, in the presence of nonlinearities, the
input–output characteristic of the receiver front-end is modeled
as

(1)

where and are the real input and output signals,
is additive white Gaussian noise, and , , are real con-
stants. In this expression, represents the linear compo-
nent in the output, while and are the second

and third-order nonlinear components in the output. The dy-
namic range of depends on the sensitivity of the receive
antenna. In this paper, the received signal power is assumed to
be less than 20 dBm, and hence is in the range [ 0.032 V,
0.032 V], as shown by the following calculation:

dBm mW

by which we can get V if . Practi-
cally speaking, the received power can be up to 0 dBm, which
results in 10 times the voltage. Our work considers the signal
level of 20 dBm because it corresponds to the 1-dB compres-
sion point of the receiver. The 1-dB compression point is about
10 dB below the IP3 (third-order intercept point) coefficient of
the receiver, whose typical value is 10 dBm, i.e.,

dBm dB dBm

For power levels larger than the 1-dB compression point, the
gain compression will prevail and dominate the cross-modula-
tion effect. The values of , and are related to circuit
specification parameters [9].

1) is the small signal gain and its typical value is 35 dB,
i.e., .

2) is the coefficient representing the second-order non-
linearity, usually expressed in terms of the so-called IP2
(second-order intercept point) coefficient, i.e.,

dBm

where dBm is the power ratio in decibels (dB) referenced
to one milliwatt (mW). The typical value of IP2 is 30 dBm,
implying that if .

3) is the coefficient representing the third-order nonlin-
earity, usually expressed in terms of the IP3 (third-order
intercept point) coefficient, i.e.,

dBm

where

The typical value of IP3 is 10 dBm, implying that
if .

For example, Fig. 4 plots versus for ,
, and according to (1).

Assume that the acquired signal contains a desired signal
around frequency and a blocker signal around frequency .2

Then, can be represented by

(2)

where and are the corresponding baseband signals at
and . Taking the channel response of the desired channel

2We will discuss the presence of multiple blocker signals in Section V, which
turns out to be a direct extension of this simple case.
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into account, is given by the convolution of the trans-
mitted baseband signal and the continuous-time baseband
channel response , i.e.,

(3)

Substituting (2) into (1) gives

The produced signal components at different frequencies are
listed in Table I. With proper down-conversion and low-pass fil-
tering, the received baseband signal corresponding to the carrier
frequency is given by

Fig. 4. Plot of the input–output relation—� ��� versus ���� for � � �����,
� � �����, and � � ��	
����.

TABLE I
TABLE OF THE SIGNAL COMPONENTS GENERATED

BY THE NONLINEARITY MODEL (1)

where is the additive Gaussian noise in the baseband.
This shows that is distorted by the third-order har-
monics and the cross-modulation term

. If the amplitude of the desired signal is small,
i.e., , then the amplitude of
is much smaller than that of and can be neglected. Its
effect becomes significant only when the amplitude of
is close to 1, but can be mitigated by properly limiting the
dynamic range of the input at little cost of loosing reception
sensitivity. In a wideband SDR system, however, the cross
modulation is more dangerous because of the blocker signal

.3 In real radio environments, the power of the blocker
signal can be as much as 60–70 dB more than that of the
desired signal. Since the receiver front-end has to maintain a
minimum sensitivity level for the desired signal , then
the simultaneously acquired blocker signal can be quite large,

3In a traditional narrow-band RF receiver, the blocker signal � ��� is greatly
suppressed by the SAW filter, and then the cross-modulation term is negligible.
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making the interference term comparable to
the desired signal component . To measure the effects
quantitatively, the effective signal-to-noise ratio (SNR) in
is computed as (4) (see the equation at the bottom of the page),
where , and are assumed to be zero-mean and
independent of each other, and

is the noise variance. In order to obtain a more explicit expres-
sion of SNR , we consider the following two cases.

1) Uniform Distribution: Assume that the real and imaginary
parts of are i.i.d. uniformly distributed with mean
zero, and the same for . This assumption approxi-
mates the case that and are PAM or QAM mod-
ulated in a single-carrier system. Let the variance of
be , . It can be shown that (see Appendix A for
a derivation)

(5)

for . Let

SNR

be the effective signal-to-noise ratio in the absence of non-
linearity, i.e., . It follows from (4) that

SNR

SNR

SNR
(6)

2) Gaussian Distribution: We now assume that and
are circularly symmetric Gaussian distributed with

mean zero and variance and , respectively. This
assumption approximates the scenario that is an
OFDM signal and is a Gaussian interference. In this
case

(7)

for , 2. Hence

SNR
SNR

SNR
(8)

Fig. 5. Plot of SNR versus SNR by (6) and (8) for � � �����,
� � �����, � � ��������, and � � 	
 .

Fig. 5 plots SNR versus SNR for ,
, , and . When

, for small SNR the performance is noise-lim-
ited; but for large SNR , the performance is nonlinearity
limited and the curve saturates. If the power of changes
to (17.0 dB less) and the other conditions remain
the same, the resulting SNR is almost equal to SNR
and the nonlinearity causes no performance degradation. This
observation demonstrates that a strong blocker signal can cause
significant distortion to the desired signal. To overcome this
problem, however, it is not feasible to limit the amplitude of
the input signal such that is small, because this
will also weaken the desired signal and, consequently, reduce
the reception sensitivity. In the next section, we propose a
compensation scheme to mitigate this effect by using digital
signal processing techniques.

III. PROPOSED COMPENSATION SCHEME

In the proposed scheme, the SDR uses two separate RF signal
paths. One path is used to capture the signal in the desired band,
while the other path is used to acquire the blocker signal, as il-
lustrated by Fig. 6. The desired signal path downconverts the
desired signal around frequency to the baseband, while the
blocker signal path downconverts the blocker signal around fre-
quency to the baseband. The low-pass filters (LPF) extract

SNR

(4)
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Fig. 6. Software-defined radio with two signal paths: one is used to capture the
signal in the desired band, while the other is used to acquire the blocker signal.

the baseband version of the desired signal and the blocker signal
before they are digitized by the ADCs. The two-channel signals
are then jointly processed to alleviate the nonlinear effect. There
are two stages in this scheme. In the first stage, the SDR exploits
the pilot sequence in the desired signal to estimate the channel
response and the nonlinearity parameters. These estimates are
then used in the second stage to recover the transmitted data
symbols. Since all wireless communication standards today pro-
vide pilot symbols at the beginning of every packet for synchro-
nization and channel estimation, the proposed scheme does not
require any modification to the packet structure and can be ap-
plied to existing standards. In the following discussion, we focus
on the most problematic case of .

Before the channel and parameter estimation procedure, a
robust synchronization procedure is performed in the desired
channel for timing recovery. It is crucial for the receiver to be
able to correctly sample each pilot or data symbol. The length
of the synchronization sequence sent by the transmitter depends
on the effective signal-to-noise ratio in the worst scenario. The
lower the signal-to-noise ratio, the longer the training sequence
is required [18]. In the presence of cross modulation, the effec-
tive signal-to-noise ratio is given by (6) and (8). The degrada-
tion thus requires a longer-than-normal training sequence for the
system to operate in an adverse environment. After successful
synchronization and sampling, we obtain the discrete-time ver-
sion of the received baseband signals at the carrier frequencies

and

(9)

(10)

where , are the model parameters associated with the de-
sired signal path of , and , are the model parame-
ters associated with the blocker signal path of . Recall that
in (3), is given by the convolution of the baseband signal

and the continuous-time channel impulse response func-
tion . In the discrete-time domain, we have

(11)

where is the length of , i.e., if
.
In , since , the third-order harmonics

is negligible compared to the desired
signal component and the cross-modulation term

. Hence,

(12)

Since and , the secondary-path signal
is dominated by , i.e.,

(13)

where and are negligible
compared to .

A. Channel and Nonlinearity Parameter Estimation

In this stage, the receiver utilizes the pilot symbols trans-
mitted along with the desired signal to estimate the channel
response and the nonlinearity parameters. Thus, ,

, are known to the receiver, where is the length
of the pilot sequence and . By (12), , , and ,

, can be estimated by solving the following
optimization problem:

where is related to and through (11) and
is given by

according to (13). In this formulation, we have the product of
and and the product of and , which

causes an ambiguity of a scaling factor in the estimate of , ,
and . To resolve this ambiguity, we estimate the following
parameters instead:

and

The original problem thus becomes

where

(14)
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This problem is nonlinear and nonconvex. For every fixed ,
the associated optimal can be obtained by solving

which can be formulated as a linear least-squares (LS) problem
[19]

(15)

where , , , and are defined as follows:

...
...

...
...

. . .
...

...
...

. . .
...

The closed-form solution of (15) is

and its associated residual error is

Note that the above residual error is a function of because
depends on . Let

Then a one-dimensional search is conducted to find the optimal
that minimizes . That is, the estimate of is given

by

The optimal associated with gives an estimate of ,
, that is denoted by ,

. The obtained and , , are used in
the data transmission stage to recover data symbols.

If the receiver has information about the statistics of
the channel response and the additive noise, the min-
imum-mean-square-error (MMSE) estimator can be used.
Specifically, for every fixed , the associated optimal in
the MMSE sense is given by [19]

where

The estimate of can be obtained by minimizing

and the associated gives the MMSE estimate of ,
.

B. Data Symbol Estimation With Nonlinearity Compensation

In this stage, data symbols from a known constellation are
transmitted over the channel. Since

the LS and MMSE estimates of are given by

(16)

(17)

where is the length of the data symbol block,
and . It then follows from (14)

that the estimate of is given by

where , , are the previously estimated
data symbols. This is similar to a decision-directed method. We
can also recover from by using an MMSE channel
equalizer. If are the symbols from a known constellation
like QPSK or 16-QAM, the Viterbi algorithm can be exploited
to obtain a more accurate estimate of [20].

To gain an interpretation about the performance of the pro-
posed algorithm, the data model can be rewritten as
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where is the desired signal component4

and is the noise/interference term.
The effective signal-to-noise ratio after compensation is approx-
imately equal to the equation shown at the bottom of the page.
If both and are uniformly distributed, by (5) we have

SNR

SNR

SNR
(18)

If both and are Gaussian distributed, by (7) we have

SNR

SNR

SNR
(19)

Fig. 7 shows the plot of SNR versus SNR after ideal
compensation for , , ,

, and . Compared to Fig. 5,
it demonstrates that the compensation technique can achieve
significant improvement. In the next section, we compute the
Cramer–Rao lower bounds for the channel and data symbol es-
timation errors, which serve as a benchmark for evaluating the
performance of the proposed algorithm.

IV. PERFORMANCE BOUNDS

To evaluate the proposed algorithm, we compare its perfor-
mance with the Cramer–Rao lower bound (CRLB) that gives a
lower bound on the covariance matrix of any unbiased estimator
of unknown parameters [21]. Consider the generic data model

where is the observed data vector with length , is the
noise-free data vector that depends on the parameter vector ,
and is the vector of circularly symmetric Gaussian noise with
covariance matrix

4It assumes that � ��� can be ideally estimated and compensated for.

Fig. 7. Plot of SNR after ideal compensation versus SNR by (18) and
(19) for � � �����, � � �����, � � ��	
����, � � �� , and
� � � � �� .

Let

The Fisher information matrix for this data model is given by
(see [21])

(20)

where

and is the dimension of . By the CRLB, any unbiased esti-
mator of has a covariance matrix that satisfies

(21)

where is interpreted as meaning that the matrix
is positive semidefinite.

SNR
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A. CRLB for Estimating Channel Response and Nonlinearity
Parameters

The data model described by (9) and (10) is equivalent to

(22)

(23)

where . The model can be expressed as

where the noise-free signal components and are
given by

and the noise components and are given by

We assume that and are approximately Gaussian
distributed with variances

if is uniformly distributed

if is Gaussian distributed

and as shown in the equation at the bottom of the page. The
unknown parameter vector to be estimated is

By (20), the Fisher information matrix is given by

(24)

where

for , 2. It can be shown that for

if
if

if
if

and

if
if

if
if .

For each particular , , , , and
training sequence , , the associated
Fisher information matrix and the CRLB can be computed by
using (24) and (21), respectively. An average is then taken over
the ensemble of all possible channel realizations to get the av-
erage CRLB for the estimation errors.

if is uniformly distributed

if is Gaussian distributed.
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B. CRLB for Estimating Data Symbols

In this case, the data model is still given by (22) and (23), but
the unknown parameter vector to be estimated changes to

The Fisher information matrix is given by

where is now defined as

For , it is easy to verify that

if
if

if
if

if
if

if
if

and

if
if

if
if .

In Section VI, we compare the simulated estimation errors with
the computed CRLB, and show that the CRLB provides a good
theoretical measure of the estimation accuracy. The next section
extends the current discussion to the cases of multiple blocker
signals and OFDM modulated transmission.

V. SOME EXTENSIONS

A. Multiple Blocker Signals

In the presence of multiple blocker signals, the received pass-
band signal is represented by

where is the desired signal and , , are
the blocker signals with

Assume that the SDR has RF paths with each dedicated to
one of the carrier frequencies , . Similar to
(9) and (10), it can be shown that the received baseband signals
are

and

where and are the nonlinear model parameters associ-
ated with the signal path of , . To estimate
the model parameters and the channel response in the training
stage, we use the following approximations:

(25)

(26)

Expression (26) leads to

By substitution, (25) becomes

Let and . Hence,
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The same technique presented in Section III-A can be used to
estimate , , and , ,
where the matrix is now given by

and the search for optimal , , is conducted
in a -dimensional space. In the data transmission stage,

can be similarly estimated by the equation shown at the
bottom of the page.

B. OFDM Systems

In OFDM systems, the pilot and data symbols are transmitted
in the frequency domain. Let , , be the
frequency components to be transmitted using the subcarriers
of the OFDM modulator. They are converted to the time-domain
symbols , , by the inverse fast Fourier
transform (IFFT). With the aid of the cyclic prefix, linear con-
volution becomes circular convolution in the discrete-time do-
main, i.e.,

(27)

where stands for . At the receiver,
the received time-domain symbols are given by (9). The
unitary fast Fourier transform (FFT) is performed on ,

, to obtain , . In the
absence of nonlinearity, i.e., , we have

(28)

where is the channel response in the subcarrier
and is the additive noise in the subcarrier. Note
that , , are the Fourier transform
coefficients of , . If
is known at the receiver, can be estimated based on the
relationship (28). In the presence of cross modulation, expres-
sion (28) becomes invalid. To compensate for the distortion, the
proposed time-domain algorithm in Section III is applied before
the OFDM demodulation. In the channel estimation stage, the
frequency-domain pilot symbols , ,
and hence , , are known to the re-
ceiver, and because of the circular convolution (27), the channel

estimation algorithm presented in Section III-A is applied with
modified to

...
...

. . .
...

The obtained time-domain channel response ,
, is converted to the frequency-domain response

, , for OFDM demodulation. In the
data transmission stage, we first estimate in the time
domain by (16) or (17). The FFT is applied on to obtain

and the frequency-domain transmitted symbols
are estimated by

where and .

VI. COMPUTER SIMULATIONS

In the simulations, the bandwidth of the desired signal and
blocker signals is 20 MHz, and the constellation used for the
desired signal is QPSK. The channel response is modeled as an
FIR filter with length 4, and its taps are independently Rayleigh
distributed with the total power normalized to be 1. We first sim-
ulate the single-carrier system when there is only one blocker
signal. The average received signal power is set to be

and . The model parameters of the de-
sired channel and the blocker signal channels are specified as

, , , ,
, and . Compared to the desired

channel, this is equivalent to a 40-dB attenuation in the blocker
signal channel. The analysis in Section II shows that the desired
channel is distorted by the cross modulation, but the secondary
channel is still dominated by the blocker signal. The channel es-
timation method proposed in Section III-A uses pilot sequences
of length 16 or 64, and its normalized mean-square-error (MSE)
and CRLB are plotted versus the normalized signal-to-noise
ratio at the receiver, i.e., SNR , in Fig. 8. It can
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Fig. 8. Plots of the normalized mean-square-error (MSE) and Cramer–Rao
lower bound (CRLB) for channel estimation when � � �����, � � �����,
� � ��������, � � 	
 , and � � �� 	
 . (a) MSE and CRLB
of � . (b) MSE and CRLB of �.

be seen that the CRLB provides a good measure of the estima-
tion accuracy. Fig. 9 shows the MSE performance of the data
symbol estimation algorithm proposed in Section III-B when
assuming that the receiver has perfect knowledge of the model
parameters and the channel response. Fig. 10 compares the BER
performance of the whole proposed scheme, i.e., including both
channel estimation and data symbol estimation, with that of a
distorted receiver without any compensation. The Viterbi algo-
rithm is used to demodulate the estimated QPSK symbols into
information bits. It shows in Figs. 9 and 10 that the effective
signal-to-noise ratio after compensation is about 27.5 dB. Since
the effective signal-to-noise ratio depends on according to (6)
and (8), the effective and IP3 can be computed accordingly.
For the 27.5-dB effective signal-to-noise ratio, we find that the
effective IP3 is about 0.72 dBm and so the improvement in the
effective IP3 is dBm dBm dB.

Fig. 11 shows the BER plots of the proposed scheme when
there are two blocker signals with .

Fig. 9. Plots of the normalized mean-square error (MSE) and Cramer–Rao
lower bound (CRLB) for data symbol estimation when � � �����, � �

�����, � � ��������,� � 	
 , and � � �� 	
 .

The performance is close to that shown in Fig. 10, because
the total powers of the blocker signals are the same in the two
cases. In Fig. 12, we demonstrate the performance of an OFDM
system with 64 subcarriers and cyclic prefix length 16. The
channel response is still modeled as an FIR filter with length
4, and each tap is Rayleigh distributed. Without any compensa-
tion, the system performs poorly and saturates at a high BER.
The proposed compensation scheme improves the performance
significantly.

VII. CONCLUSION

In this paper, the effects of RF nonlinearities in a soft-
ware-defined radio (SDR) receiver are studied. A compensation
scheme is proposed that consists of two stages. One stage is
the joint channel and nonlinearity parameter estimation, and
the other is the data symbol estimation via distortion compen-
sation. The proposed channel estimation algorithm performs
close to the derived Cramer–Rao lower bound. Also, the anal-
ysis and simulations show that the compensation scheme can
effectively improve the system performance and reduce the
sensitivity of SDR receivers to the nonlinearity impairment.
Since receivers with less analog impairments usually have the
disadvantage of high implementation cost and power consump-
tion, our techniques enable the use of low-cost receivers for the
next-generation wireless communications that are built on the
platform of SDRs.

APPENDIX A
DERIVATION OF EXPRESSIONS (5) AND (7)

Denote the real and imaginary parts of by and
, respectively. Since is zero-mean, its variance is

given by

(29)
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Fig. 10. Uncoded BER of the proposed scheme for � � �����, � � �����, � � ��������, � � 	
 , and � � �� 	
 .

Fig. 11. Uncoded BER in the presence of two blocker signals when � �

�����, � � �����, � � ��������, � � 	
 , and � � � �

��� � 	
 .

Fig. 12. Uncoded BER of OFDM systems for � � �����, � � �����,
� � ��������, � � 	
 , and � � �� 	
 .

Since and are independent of each other, the
fourth and sixth moments of are evaluated as

(30)

and

(31)

1) Uniform Distribution: Assume that and are
uniformly distributed over . It is easy to verify
that

(32)

(33)

(34)

By (29) and (32), we have
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which implies

(35)

By using (30)–(35), we have

and

2) Gaussian Distribution: If is circularly symmetric
Gaussian distributed, its real and imaginary parts are i.i.d.
Gaussian distributed with mean zero and variance .
Thus,

(36)

(37)

(38)

By using (30), (31), and (36)–(38), we have

and
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