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1. INTRODUCTION

Wireless propagation suffers from multipath conditions. Un-
der such conditions, the prompt ray may be succeeded by
multipath components that arrive at the receiver within short
delays. If this delay is smaller than the duration of the pulse
shape used in the wireless system (i.e., the chip duration Tc

in CDMA systems), then the rays overlap. When this situa-
tion occurs, it results in significant errors in the estimation of
the time and amplitude of arrival of the prompt ray. Figure 1
illustrates the combined impulse response of a two-ray chan-
nel using a conventional pulse shape in a CDMA IS-95 sys-
tem in two situations. In the second situation, where the
pulses overlap, the location of the peak is obviously delayed
relative to the location of the prompt ray. Such errors in the
time-of-arrival are particularly damaging in wireless location
applications (a topic of significant relevance nowadays—see,
e.g., [1–18]). In these applications, small errors in the time-
of-arrival can translate into many meters in terms of location
inaccuracy.

There have been earlier studies in the literature on resolv-
ing overlapping multipath components (see, e.g., [19, 20]).
However, there are two sources of impairments that in-
troduce significant errors into the resolution accuracy and
which need special attention; these sources of error are par-
ticularly relevant in the context of mobile-positioning sys-
tems. The first impairment is due to the possibility of fast
channel fading, which prohibits the use of long averaging
intervals. This is because the estimation period in wireless

location applications can reach up to a few seconds, which
may cause the channel between the transmitter and the re-
ceiver to vary significantly during the estimation period, even
for relatively slow channel variations. The second impair-
ment is the possibility of noise enhancement, which occurs
as a result of the ill-conditioning of the data matrices involved
in most least-squares-based solutions.

In this paper, we develop an adaptive technique for re-
solving overlapping multipath components over fading
channels for wireless location purposes. The technique is
relatively robust to fast channel fading and data ill-condition-
ing. The following are the main contributions of this work.

(1) We first describe a framework for overlapped mul-
tipath resolving over fading channels via least squares. The
framework will indicate why conventional least-squares tech-
niques may fail for fading channels.

(2) We then point out the ill-conditioning problem that
arises from using the pulse-shaping waveform deconvolution
matrix. In order to avoid the possibility of noise enhance-
ment as a result of this ill-conditioning, we show how to
replace the least-squares operation by an adaptive solution.
Still, while it avoids boosting up the noise, the adaptive filter
solution might diverge or might converge slowly if not prop-
erly designed. To address this difficulty, we use a successive
projection technique that incorporates into the design of the
adaptive filter all available a priori channel information.

(3) We also describe a procedure for extracting a priori
channel information and feeding it into the adaptive filter
operation.
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Figure 1: Overlapping rays. (a) Delay = Tc. (b) Delay = Tc/2.

(4) We then consider the case when there are multiple
antennas at the base station and we extend the proposed al-
gorithm for the single antenna case to systems with antenna
arrays.

2. PROBLEM FORMULATION

Wireless propagation generally suffers from multipath condi-
tions. A common model for the impulse response sequence
of a multipath channel of length L is [21]

h(n) =
L−1∑

l=0

αlx
u
l (n)δ(n− l), (1)

where the {αl} and {xul (n)} are, respectively, the unknown
standard deviations (also referred to as gains) and the nor-
malized fading amplitude coefficients (with unit variance);
these coefficients model the Rayleigh fading effect of the
channel. Several of the gains {αl} might be zero; and a
nonzero gain at some l = lo would indicate the presence of
a channel ray at the corresponding delay n = lo. Our strat-
egy will be to estimate the gains {αl}, for all values of l, and
then compare these values with a threshold. If any αl is lower
than the threshold, then we set it to zero. In model (1), it is
assumed that the sampling period for the sequence {h(n)} is
a fraction of the chip duration, say

Ts = Tc

Nu
(2)

for some integer Nu > 1. In other words, the time variable n

cu(n)

Nu
Tc

Ts
n

One-bit period (K chips)

Figure 2: Spreading sequence.

refers to multiples of Ts and the superscript u in xul denotes
upsampling. By using an upsampled model for the channel
impulse response, we will be able to resolve overlapping rays
more accurately.

Now consider the problem of estimating the gains {αl}
from a received sequence {r(n)}, which is defined as follows:1

r(n) = cu(n)� p(n)� h(n) + v(n), (3)

where {cu(n)}KNu−1
n=0 is a known (upsampled) chipping se-

quence2 (its entries are 0 or ±1 when n is an integer multiple
of Nu). The integer K denotes the processing gain of the com-
munication system, that is, the ratio between the bit rate and
the chip rate—see Figure 2. Moreover, {p(n)}P−1

n=0 is a known
pulse-shape impulse response sequence, and v(n) is additive
white Gaussian noise of variance σ2

v . Let Lr = P+KNu +L−1
denote the total number of samples {r(n)}. To proceed with
the analysis, we introduce the following assumption.

Assumption 1. The variations in the fading channel {xul (n)}
within the duration of the pulse-shaping waveform, p(n)
(i.e., within a duration of P samples), are negligible.

This assumption is reasonable for cellular systems even
for fast fading channels. For example, for an IS-95 pulse
shaping waveform [22], the duration of the pulse shape
is equal to 10Tc, which corresponds to 8 microseconds.
The autocorrelation function, Rxul (τ), of the fading sequence
{xul (n)}, at a time shift of 8 μs for a relatively fast mobile sta-
tion (MS) moving at 60 mph and using a carrier frequency of
fc = 900 MHz, is given from [21] by Jo(2π80 × 8 × 10−6) =
0.999994 ≈ 1. This high value for the autocorrelation be-
tween fading ray samples, {xul (n)}, implies that they can be
assumed to be constant within the assumed duration. There-
fore, we may ignore variations in the coefficients {xul (n)}
within the pulse-shape duration.

1 The sampling period for all sequences {r(n),h(n), p(n)} is a fraction of
the chip duration, Ts = Tc/Nu.

2 In wireless location applications, the received bits can be assumed to be
known. This could be achieved by using known transmitted training se-
quences as in [7]. Another way is to use only received frames of perfect
cyclic redundancy check (CRC), or to use the output decoded bits of the
Viterbi decoder, which are at a high level of accuracy.
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Using Assumption 1 and (1), we can approximate (3) as

r(n) ≈
L−1∑

l=0

αl
([
xul (n)cu(n− l)

]
� p(n)

)
+ v(n), (4)

that is,

r(n) ≈ v(n) + p(n)

�

⎛
⎜⎜⎝
[
xu0 (n)cu(n) · · · xuL−1(n)cu(n−L+1)

]

⎡
⎢⎢⎣

α0
...

αL−1

⎤
⎥⎥⎦

⎞
⎟⎟⎠ .

(5)

Let A denote Lr × KNu pulse-shape convolution matrix
(which is lower triangular and Toeplitz):

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p(0)

p(1) p(0)

p(2) p(1) p(0)
... · · . . .

p(P − 1) · · p(1) p(0)

p(P − 1) . . . p(1) p(0)

. . .
. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Lr×KNu

.

(6)

Then the sequence that results from the first convolution
p(n) � [xu0 (n)cu(n)] can be obtained as the matrix vector
product:

A ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xu0 (0) · cu(0)

xu0 (1) · 0

xu0 (2) · 0
...

xu0
(
Nu
) · cu(Nu

)

xu0
(
Nu + 1

) · 0

xu0
(
Nu + 2

) · 0
...

xu0
(
2Nu

) · cu(2Nu
)

xu0
(
2Nu + 1

) · 0

xu0
(
2Nu + 2

) · 0
...

xu0
(
(K − 1)Nu

) · cu((K − 1)Nu
)

xu0
(
(K − 1)Nu + 1

) · 0

xu0
(
(K − 1)Nu + 2

) · 0
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
KNu×1

. (7)

Likewise, the sequence that results from the second convolu-
tion p(n) � [xu1 (n)cu(n − 1)] can be obtained as the matrix

vector product

A ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xu1 (0) · 0

xu1 (1) · cu(0)

xu1 (2) · 0
...

xu1
(
Nu
) · 0

xu1
(
Nu + 1

) · cu(Nu
)

xu1
(
Nu + 2

) · 0
...

xu1
(
2Nu

) · 0

xu1
(
2Nu + 1

) · cu(2Nu
)

xu1
(
2Nu + 2

) · 0
...

xu1
(
(K − 1)Nu

) · 0

xu1
(
(K − 1)Nu + 1

) · cu((K − 1)Nu
)

xu1
(
(K − 1)Nu + 2

) · 0
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
KNu×1

(8)

and so on. We can represent the above results more com-
pactly in matrix form as follows. Introduce the downsampled
sequences:

xk( j) � xuk
[
jNu + k

]
, k = 0, 1, . . . ,L− 1,

c( j) � cu
(
jNu

)
, j = 0, 1, . . . ,K − 1.

(9)

Then we obtain from (4) that

r = ACxh + v, (10)

where r is the received vector of length Lr defined as

r � col
[
r(0), r(1), . . . , r

(
Lr − 1

)]
(11)

and v is the noise vector defined as

v � col
[
v(0), v(1), . . . , v

(
Lr − 1

)]
. (12)
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Moreover, Cx is the KNu × L matrix defined as

Cx �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x0(0) · c(0)

0 x1(0) · c(0)

... 0
. . . xL−1(0) · c(0)

0
...

. . .
...

x0(1) · c(1) 0
. . . 0

0 x1(1) · c(1)
. . .

...

... 0
. . . xL−1(1) · c(1)

0
. . .

...

x0(K − 1) · c(K − 1)
...

. . .
...

x1(K − 1) · c(K − 1)
. . .

. . . 0

. . . xL−1(K − 1) · c(K − 1)

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)

and h is the unknown path gain vector defined by

h � col
[
α0,α1, . . . ,αL−1

]
. (14)

In summary, the problem we are interested in is that of es-
timating h from the received vector r in (10), with the con-
straint that the matrix Cx is not known completely since it
depends on the unavailable quantities {xk( j)}. To do so, we
will exploit the statistical property of the fading quantities
{xk( j)}.

3. CONVENTIONAL MATCHED FILTERING

Let us examine first what happens if we correlate r(n) and
cu(n) as in

g(n) � 1
K

K−1∑

k=0

r(k)cu∗(k − n), n = 0, 1, . . . ,L− 1. (15)

The result of this correlation (or despreading) operation is
given (in vector form) by (1/K)C∗r, where C is the following

Lr × L spreading code matrix:

C �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c(0)

0 c(0)

... 0
. . . c(0)

0
...

. . .
...

c(1) 0
. . . 0

0 c(1)
. . .

...
. . . c(1)

... 0
. . .

...

c(K − 1)
...

. . .

c(K − 1)
. . . 0

. . . c(K − 1)

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (16)

Then from (10), we get

1
K

C∗r = 1
K

C∗ACxh +
1
K

C∗v. (17)
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When K is large enough, and using the orthogonality prop-
erty

1
K

K−1∑

j=0

xk( j)c( j)c∗( j + 1) ≈ 0, k = 0, 1, . . . ,L− 1, (18)

we obtain the approximation—see Appendix A:

1
K

C∗ACxh ≈ ALXKh, (19)

where AL is an L× L pulse-shaping convolution matrix sim-
ilar to A, and XK is the L× L diagonal matrix

XK � 1
K

diag

[ K−1∑

j=0

x0( j), . . . ,
K−1∑

j=0

xL−1( j)

]
. (20)

Assuming ergodic processes, and taking the limit as K → ∞
of both sides of the above definition, we obtain

lim
K→∞

XK = diag
[

Ex0( j), Ex1( j), . . . , ExL−1( j)
]
. (21)

Thus, unless the channel fading coefficients have static com-
ponents, we get

lim
K→∞

XK = 0. (22)

This result causes the output of the correlation process given
by (17) to approach zero as K → ∞. Consequently, estima-
tion techniques that are based on correlation (or matched
filtering) will be unrobust when used to estimate the fading
channels. This fact explains why it is difficult to obtain accu-
rate location estimates using such techniques.

4. A PARTITIONED LEAST-SQUARES
RECEIVER STRUCTURE

We now describe a technique for estimating h from (10) and
which does not require knowledge of the {xk( j)}. To begin

with, note from (10) that if Cx were known, then the least-
squares estimate for h could be found by solving

ĥ = arg min
h

∥∥r− ACxh
∥∥2

(23)

which gives

ĥ = (C∗x A∗ACx
)−1

C∗x A∗r. (24)

However, Cx is not known since the {xk( j)} themselves are
not known. Thus we proceed instead as follows.

We first partition the received vector r in (10) into smaller
vectors, say rm, of size NNu samples each (i.e., each rm con-
tains N symbols with Nu samples per symbol). Each rm will
satisfy an equation of the form

rm = AmCm
x h + vm (25)

with {Am, Cm
x } similar to {A, Cx} in (10) but of smaller di-

mensions, and where vm is defined by

vm � col
[

v
(
mNNu

)
, . . . , v

(
(m + 1)NNu − 1

)]
. (26)

Then, in view of the earlier discussion, we are motivated to
introduce the following algorithm.

(1) Partition the received vector r into M smaller vectors
with NNu samples each, and such that the mth vector is given
by

rm = col
[

r
(
mNNu

)
, . . . , r

(
(m + 1)NNu − 1

)]
. (27)

Note that Lr =MNNu.
(2) Introduce the NNu×L correlation (despreading) ma-

trix

Cm �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c(mN)
0 c(mN)
... 0

. . . c(mN)

0
...

. . .
...

c(mN + 1) 0
. . . 0

0 c(mN + 1)
. . .

...
... 0

. . . c(mN + 1)

0
...

. . .
...

c
(
(m + 1)N − 1

) ...
. . .

c
(
(m + 1)N − 1

) . . . 0
. . . c

(
(m + 1)N − 1

)

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(28)
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and the L× L fading matrix Xm:

Xm � 1
N

diag

[ (m+1)N−1∑

j=no
x0( j), . . . ,

(m+1)N−1∑

j=no
xL−1( j)

]
, (29)

where no = mN . Now N is usually small enough such that
∑(m+1)N−1

j=no xl( j) will not tend to zero and, hence, we will not
be faced with the difficulty of having Xm → 0, as was the case
with Xk (22).

(3) Multiply each vector rm from the left by (1/N)C∗m,
with m = 0, 1, . . . ,M−1. The correlated (despreaded) output
is denoted by

ym = 1
N

C∗mrm. (30)

At the same time N is large enough to get uncorrelated
shifted spreading sequences, so that similar to (19), ym can
be approximated by

ym ≈ ALXmh +
1
N

C∗mvm. (31)

(4) Let zm = Xmh. The despreaded vector ym can be used
to estimate zm in the least-squares sense by solving

ẑm = arg min
zm

∥∥ym − ALzm
∥∥2

(32)

which yields

ẑm =
(

A∗L AL
)−1

A∗L ym = 1
N

(
A∗L AL

)−1
A∗L C∗mrm. (33)

(5) Introduce the vector β̂ (averaged over all estimates
ẑm):

β̂ = 1
M

M−1∑

m=0

⎡
⎢⎢⎢⎢⎢⎣

∣∣ẑm(0)
∣∣2

∣∣ẑm(1)
∣∣2

...∣∣ẑm(L− 1)
∣∣2

⎤
⎥⎥⎥⎥⎥⎦
. (34)

For simplicity of notation, we will write |x|2 to denote a vec-
tor whose individual entries are the squared norms of the en-
tries of x:

|x|2 �

⎡
⎢⎢⎢⎢⎢⎣

∣∣x(0)
∣∣2

∣∣x(1)
∣∣2

...∣∣x(L− 1)
∣∣2

⎤
⎥⎥⎥⎥⎥⎦
. (35)

Using this notation, we can write

β̂ = 1
M

M−1∑

m=0

∣∣∣∣
1
N

(
A∗L AL

)−1
A∗L C∗mrm

∣∣∣∣
2

. (36)

The entries of β̂ will be shown in the sequel to be related to
estimates of the desired gains {αl}—see (49).

4.1. Parameter optimization and bias equalization

Assume that the length of the received data is large enough
(Lr →∞). Then expression (36) becomes

β̂ = lim
M→∞

1
M

M−1∑

m=0

∣∣∣∣
1
N

(
A∗L AL

)−1
A∗L C∗mrm

∣∣∣∣
2

. (37)

As M → ∞, the averaging process may be approximated by
the expectation operation so that

β̂ ≈ E
∣∣∣∣

1
N

(
A∗L AL

)−1
A∗L C∗mrm

∣∣∣∣
2

. (38)

Using (30) and (31) gives

β̂ = E
∣∣∣∣Xmh +

1
N

(
A∗L AL

)−1
A∗L C∗mvm

∣∣∣∣
2

(39)

which can rewritten as

β̂ = E
∣∣∣∣Xmh +

1
N

A†Lv′m

∣∣∣∣
2

, (40)

where

v′m = C∗mvm (41)

and the pseudo-inverse matrix A†L is given by

A†L =
(

A∗L AL
)−1

A∗L . (42)

For mathematical tractability of the analysis, we introduce
the following assumptions.

Assumption 2. The sequence {v′(n)} is identically statisti-
cally independent (i.i.d) and is independent of each of the
fading channel normalized gain sequences {xul (n)}.

Although the sequence {v′(n)} is not i.i.d, the assump-
tion is a reasonable approximation in view of the fact that
the entries of {v(n)} are i.i.d, and in view of the orthogonal-
ity of the spreading sequences. The argument in Appendix B,
for example, shows that v′(i) and v′( j) are uncorrelated for
i �= j. Assumption 2 is instead requiring the noises to be in-
dependent. It follows from (41) that σ2

v′ = Nσ2
v .

Assumption 3. The fading channel normalized amplitudes
{xk( j)} are statistically independent of each other.

This assumption is typical in the context of wireless chan-

nel modeling [21]. Using (40), the elements of the vector β̂
are individually given by

β̂(l) = E

∣∣∣∣∣
αl
N

(m+1)N−1∑

j=mN

xk( j) +
1
N

L−1∑

i=0

(
A†L(l, i)v′(i)

)
∣∣∣∣∣

2

. (43)

Expanding, using Assumptions 2 and 3, and following the
same procedure used in [23, 24], it can be verified that

β̂(l) = Bf (l)α2
l + Bv(l), (44)
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1
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1
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1
M
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m=0

|ẑm(L− 1)|2 β̂(L− 1)
−

B̂v(L− 1)

1
B f (L− 1)

.
α̂L−1

Figure 3: A least-squares multipath searcher using data partitioning.

where Bf (l) and Bv(l) are, respectively, given by

Bf (l) = Rxk (0)
N

+
N−1∑

i=1

2(N − i)Rxk (i)
N2

,

Bv(l) = σ2
v

N

L−1∑

i=0

[
A†L(l, i)

]2
.

(45)

In the above, Rxk (i) is the autocorrelation function of each of
the fading channel coefficients, that is,

Rxk

(|i|) = E xk( j)x∗k ( j − i). (46)

Expression (44) shows that β̂(l) includes a multiplicative fad-
ing bias Bf (l) and an additive noise bias Bv(l). Now consider
the case of identical autocorrelation functions for all channel
rays, say Rx(i), and define the SNR gain

SG(l) � Bf (l)

Bv(l)

= 1

σ2
v

∑L
i=1 A†L

2
(l, i)

(
Rx(0) +

N−1∑

i=1

2(N − i)Rx(i)
N

)
.

(47)

This expression suggests an optimal choice for N by maxi-
mizing it with respect to N . A similar approach was used in
[23, 24] and Nopt is found by solving the following equation:

Nopt−1∑

i=1

iRx(i) = 0. (48)

Once the {Bf (l),Bv(l)} have been estimated, they can be used

to correct β̂(l) in order to estimate the channel gains {α̂l}:

α̂l =
√
Cf (l)

(
β̂(l)− B̂v(l)

)
, (49)

where

Cf (l) = 1

B̂ f (l)
. (50)

The estimates B̂v(l) and B̂ f (l) can be obtained by using the
same procedure given in [23, 24]. Figure 3 shows the re-
sulting multipath searcher. The Doppler estimate depicted
in Figure 3 is required during the determination of Rx(i)
and, hence, Nopt and the fading bias coefficient B̂ f (l) [25].
Figure 4 shows the SNR gain for different values of Doppler
frequencies. Moreover, Nopt for different values of Doppler
frequencies has been shown in Figure 5.

4.2. Difficulties

The main problem facing the least-squares multipath search-
er of Figure 3 is the ill-conditioning of the pulse-shaping ma-
trix AL, which increases with the sampling resolution. Figure
6 plots the condition number of the matrix AL (in dB) versus
the oversampling factor Nu.

The ill-conditioning of AL results in noise enhancement,
which in turn reduces the estimation accuracy. In the next
sections, we explain how to use an adaptive filter solution in
order to avoid the least-squares step and, more specifically,
avoid the boosting up of the noise. In order to enhance the
robustness of the adaptive solution, we will further show how
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to extract and incorporate into the design of the adaptive
solution a priori knowledge about the multipath channel.

5. AN ADAPTIVE PROJECTION TECHNIQUE

We now describe an adaptive projection technique for chan-
nel estimation that exploits a priori information about the
channel for enhanced accuracy. The technique replaces the
least squares of Section 4 by an adaptive filter. The proposed
method can be described as follows.

Recall that we need to solve least-squares problems of the
form (32), that is,

ẑm = arg min
zm

∥∥ym − ALzm
∥∥2

(51)

for successive values of m, where

ym = 1
N

C∗mrm. (52)

We will denote the entries of the successive ym by {dm(i)}.
Clearly, the solution of (51) can also be approximately at-
tained by training an adaptive filter that uses the {dm(i)} as
reference data and the rows of the L × L matrix AL as re-
gression data. We will denote the rows of AL by {ui}. Since
AL has only L rows, the adaptive filter is cycled repeatedly
through these regression rows until sufficient convergence is
obtained. In addition, it is explained in Appendix C how we
can extract useful information about the channel such as its
region of support (i.e., the region over which the channel taps
are most likely to exist) and the largest amplitude that any of
its peaks can achieve. This information can be exploited by
the adaptive solution as explained below in order to enhance
the accuracy and the resolution of the resulting multipath
searcher. Thus the adaptive implementation can be described
as follows.

(1) The received signal r(n) is applied to a bank of
matched filters C∗m in order to generate the vectors {ym}.
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Figure 5: Optimum N for K = 256 and Tc = 8.138 microseconds.
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(2) A parallel-to-serial converter is applied to each ym in
order to form the reference sequence {dm(i)}.

(3) An adaptive filter of weight vector wm
i is used to es-

timate zm at the ith iteration (i.e., wm
i is the estimate of zm

at iteration i). The regression vector ui is obtained from the
rows of AL. The adaptive filter is iterated repeatedly in a cyclic
manner over the rows of AL until sufficient performance is
attained.

(4) In addition, at every Np iterations, the weight vector
of the adaptive filter is checked and, if necessary, a projec-
tion step P is performed in order to guarantee that the fil-
ter taps are consistent with the a priori information that is
available about the channel taps. For instance, if we know
that the channel has only two nonzero taps, then we zero
out all taps except for the largest two taps (recall that since
zm = Xmh, and since Xm is a diagonal matrix, then zero taps
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r(n) (m+1)NNu−1∑
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wM−1
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P/S

dM−1(i)

...
...
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Figure 3

α̂0

α̂L−1

...

Figure 7: An adaptive multipath resolving scheme using successive projections.

in h translate into zero taps in the estimates of zm). Specifi-
cally, the adaptive filter weight vector wm

i is updated as fol-
lows:

wm
i =

⎧
⎨
⎩

wm
i−1 +μ(i)u∗i

[
dm(i)−uiwm

i−1

]
for i �=Np, 2Np, . . . ,

P
{

wm
i−1+μ(i)u∗i

[
dm(i)−uiwm

i−1

]}
for i=Np, 2Np, . . . .

(53)

Here μ(i) is a step-size parameter, P refers to the projection
procedure, and Np is an integer greater than or equal to one
and less than or equal to the total number of iterations per-
formed.

(5) The successive projections are based on information
obtained from the upper branch of the block diagram in
Figure 7. The first branch extracts information about the
channel region of support and maximum amplitude. This
information is extracted by noncoherently averaging the out-
put of the matched filter bank to form J f (τ). The adaptive
filter weight vector is successively projected onto the set of
possible elements satisfying the constraints (e.g., tap loca-
tions and amplitudes should lie within the ranges specified
by the a priori information). The adaptive filter weight vec-
tor is iterated till it reaches steady state. For instance, when
the upper branch finds 3 taps, it gives a rough estimation
for the location and amplitude of these taps. The projection
scheme within the adaptive filter blocks checks the number
of nonzero taps in wi, and forces the taps that are out of the
detected range by the upper branch to zero.

5.1. Simulation results

The robustness of the proposed algorithm in resolving over-
lapping multipath components is tested by computer

simulations. In the simulations, a typical IS-95 signal is gen-
erated, pulse shaped, and transmitted through various mul-
tipath channels. The total power gain of the channel com-
ponents is normalized to unity. Figure 8 is a sample simula-
tion that compares the output of the proposed adaptive algo-
rithm to the output of the block least-squares multipath re-
solving technique of Section 4 for a two-ray fading multipath
channel. The first plot shows the considered two-ray channel
in the simulation. The second and third plots, respectively,
show the output of block least-squares and block regularized
least-squares stages. It is clear that both least-squares tech-
niques lead to significant errors in the estimation of the time
and amplitude of arrival of the first arriving ray. The last plot
shows the output of the proposed estimation scheme. It is
clear that the proposed algorithm is more accurate than least-
squares techniques. Here we may add that it was noted that
the algorithm converges in around 30–50 runs. In this simu-
lation, we have assumed 128 spreading sequences (K = 128),
each chip is upsampled by order of 8 (Nu = 8), the upsam-
pled receiving vector is partitioned into 8 subblocks (M = 8),
the receiving SNR before despreading is −15 dB and finally
the adaptive filter step size is 0.7 (μ = 0.7).

Figure 9 shows the estimation time delay absolute error
and amplitude mean square error of the prompt ray in over-
lapping multipath propagation scenarios versus the estima-
tion period (T). The simulations are performed for various
values of the maximum Doppler frequency ( fd) and chan-
nel amplitude ratio. The results show a good ability of the
proposed adaptive algorithm to resolve overlapping multi-
path components. In this simulation, we have assumed 128
spreading sequences (K = 128), each chip is upsampled by
order of 8 (Nu = 8), the upsampled receiving vector is par-
titioned into 8 subblocks (M = 8), the receiving SNR be-
fore despreading is −15 dB and the adaptive filter step size
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Figure 8: Simulation results (K = 128, Nu = 8, M = 8, and μ =
0.7).

is 0.7 (μ = 0.7). Please note that different fading frequen-
cies change the effective again after despreading according to
(47).

6. RECEPTION WITH AN ANTENNA ARRAY

Using an antenna array at the base station can improve the
location estimation by providing both the TOA and AOA
information. An antenna array receiver integrates multiuser
detection and beamforming with rake reception in order to
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Figure 9: Simulation results for fading channels in Figure 8 (K =
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mitigate multiuser interference, cochannel interference and
fading.

Thus consider an Na-element antenna array at the base
station. In this case, the channel model (1) is replaced by

h(n) =
L−1∑

l=0

αlx
u
l (n)δ(n− l)a

(
θl
)
, (54)

where h(n) is now an Na × 1 vector, a(θl) is the Na × 1 array
response as a function of the AOA of the lth multipath and it
is given by

a
(
θl
) =

[
1, e j2π(d/λ) sin(θl), . . . , e j2π((M−1)d/λ) sin(θl)

]T
. (55)

Here, θl is the AOA of the received signal over the lth
multipath, d is the antenna spacing, and λ is the wavelength
corresponding to the carrier frequency. Likewise, the received
signal in (3) is replaced by

r(n) = cu(n)� p(n)� h(n) + v(n), (56)

where r(n) is now an Na × 1 vector. We can again use the
arguments of Section 3 to replace (10) by

R = ACxAθH + V, (57)

where R is an Lr ×Na received matrix defined as

R �
[

r1, r2, . . . , rNa

]
(58)
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and rn is the received vector of length Lr over the nth antenna
array, that is,

rn = col
[
rn(0), rn(1), . . . , rn

(
Lr − 1

)]
,

n = 1, 2, . . . ,Na.
(59)

Moreover, V is the noise matrix

V �
[

v1, v2, . . . , vNa

]
, (60)

where vn is the noise vector at the nth antenna array,

vn = col
[
v(0), v(1), . . . , v

(
Lr − 1

)]
,

n = 1, 2, . . . ,Na
(61)

and H is an LNa × Na Toeplitz path gain matrix whose first
column is determined by

h = col
[
α0,α1, . . . ,αL−1, 0, 0, . . . , 0

]
. (62)

Finally Aθ is an L × LNa matrix that contains the array re-
sponses:

Aθ �
[

Aθ,1, Aθ,2, . . . , Aθ,Na

]
, (63)

where

Aθ,n =

⎡
⎢⎢⎢⎣

e j2π((n−1)d/λ) cos(θ0)

. . .

e j2π((n−1)d/λ) cos(θL−1)

⎤
⎥⎥⎥⎦

n = 1, 2, . . . ,Na.
(64)

The problem we are interested in is that of estimating the
{αl} from the received matrix R in (58).

6.1. The partitioned adaptive receiver

As in Section 4, we partition R into smaller matrices, Rm, of
size NNu×Na each. The matrix Rm will then satisfy an equa-
tion of the form

Rm = AmCm
x AθH + Vm (65)

with {Am, Cm
x } similar to {A, Cx} in (10) but of smaller di-

mensions, and where Vm is defined by

Vm =
[

vm,1, . . . , vm,Na

]
,

vm,n = col
[

vn
(
mNNu

)
, . . . , vn

(
(m + 1)NNu − 1

)]
,

n = 1, 2, . . . ,Na.

(66)

Then, in view of the earlier discussion, we can use the same
algorithm that we used in the case of single antenna.

(1) Partition the received matrix R into M smaller NNu ×
Na matrices Rm with NNu samples on each column
given by

rm,n = col
[

rn
(
mNNu

)
, . . . , rn

(
(m + 1)NNu − 1

)]
. (67)

(2) Introduce the NNu × L correlation (despreading) ma-
trix and the L× L fading matrix Xm as defined in (29).

(3) Multiply vec(Rm) from the left by (1/N)C∗θ,m, with m =
0, 1, . . . ,M − 1, where Cθ,m is the NNu × LNa matrix
defined by

Cθ,m = Cm
[

Aθ,1, Aθ,2, . . . , Aθ,Na

]
. (68)

The correlated (despreaded) output is denoted by

ym = 1
N

C∗θ,m vec
(

Rm
)
. (69)

When N is large enough, and similar to (31), ym can
be approximated by

ym ≈ ALXmh +
1
N

C∗θ,m vec
(

Vm
)
. (70)

The resulting signal ym in (70) is similar to the signal
in (31), albeit with higher SNR due to the use of the
antenna array. Therefore, the proposed estimation al-
gorithm (32)–(49) for the single antenna case can be
used as well.

The system model for the resulting multiantenna adaptive re-
ceiver is illustrated in Figure 10.

6.2. Estimating the array response

We still need to estimate the array response matrix Aθ . For
the received signal R in (57) of size Lr ×Na, we define a cor-
relation matrix, as in (17), as follows:

Y = 1
K

C∗R = 1
K

C∗ACxAθH +
1
K

C∗V, (71)

where C was defined in (16) andK is the length of the spread-
ing sequence. Now replace AθH by Z, so that

Y = 1
K

C∗ACx

︸ ︷︷ ︸
P

Z +
1
K

C∗V,

Y = PZ +
1
K

C∗V.

(72)

The least-square estimate of Z is given by

Ẑ = (P∗P)−1
P∗Y. (73)

Now, in order to estimate Aθ from Ẑ, we need an estimate
of the channel matrix H. It can be estimated from (74) by
noting that the matrix Aθ,1 (the first L× L block of Aθ) is an
identity matrix, so that

y1 = 1
K

C∗ACxAθh +
1
K

C∗v1

= 1
K

C∗ACxAθ,1h′ +
1
K

C∗v1

= 1
K

C∗ACxh′ +
1
K

C∗v1,

(74)
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where h is defined in (62) and h′ is an L× 1 vector that con-
tains the first L elements of h. Moreover, v1 and y1 are the
first column of V and Y, respectively. So h′ can now be es-
timated using (74) in the same manner as h was estimated
from ym in (30) by using (49). Using h′ to create H, the least-
squares estimate of Aθ can be obtained as

Âθ = ẐĤ∗(ĤĤ∗)−1
. (75)

6.3. Simulation results with antenna array

The robustness of the proposed algorithm in resolving over-
lapping multipath components when the base station has
an array of antennas is tested by computer simulations. In
the simulations, a typical IS-95 signal is generated, pulse
shaped, and transmitted through various multipath chan-
nels. The total power gain of the channel components is nor-
malized to unity. We have considered 4 antennas at the base
station and Figure 11 compares the simulation results when
there are multiple antennas and single antenna at the base
station. In this simulation, we have assumed 128 spreading
sequences (K = 128), each chip is upsampled by order of 8
(Nu = 8), the upsampled receiving vector is partitioned into
8 subblocks (M = 8) and the adaptive filter step size is 0.7
(μ = 0.7).

7. CONCLUSIONS

This paper develops two overlapping multipath resolving
methods (adaptive and nonadaptive), and illustrates how the
adaptive solution can be made robust to fast channel fad-
ing and data ill-conditioning by extracting and exploiting a

priori information about the channel. The proposed tech-
niques are further extended to the case with antenna arrays
at the base station. Simulation results illustrate the perfor-
mance of the techniques.

APPENDICES

A. PROOF OF (19)

To simplify (1/K)C∗ACx, we start with the given A in (6) and
express it as

A � Top(p),

p � col
[
p(0), p(1), . . . , p(P − 1)

]
,

(A.1)

where the notation Top(p) denotes the lower-triangular
Toeplitz matrix determined by p. Let

ci � ith column of C,

cx,i � ith column of Cx,
(A.2)

then

C∗ACx =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

c∗1

...

c∗K

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Top(p)
[

cx,1 | · · · | cx,L−1
]
. (A.3)

Now note that for any m × 1 vector v and n × m Toeplitz
matrix Top(w), where w is l × 1 that l < n, we have

Top(w)v = Top(v)w, (A.4)
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Figure 11: Simulation results for the given channel in Figure 8 (K = 128, Nu = 8, M = 8 and μ = 0.7).

where Top(v) is n× l Toeplitz. Then (A.3) can be written as

C∗ACx =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

c∗1

...

c∗K

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

[
Top

(
cx,1
) | · · · | Top

(
cx,L−1

)]
p.

(A.5)

Due to the orthogonality property of the spreading sequences
we have

Rc(τ) =
K−1∑

j=0

c∗( j)c( j + τ) =
⎧
⎨
⎩
K , τ = 0,

ρ ≈ 0, τ �= 0
(A.6)

so that

c∗i · cx,l ≈

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

K
K−1∑

j=0

xl( j), i = l,

0, i �= l

(A.7)

and, therefore,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

c∗1

...

c∗K

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

[
Top

(
cx,l
)] = Top

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
...

K
K−1∑

j=0

xl( j)

0
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
only the lth row is nonzero

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (A.8)

Substituting (A.8) into (A.5) gives

C∗ACx = K Top(p) diag

[ K−1∑

j=0

x0( j), . . . ,
K−1∑

j=0

xL−1( j)

]

= KALXK ,
(A.9)

where

AL � Top(p),

XK � diag

[ K−1∑

j=0

x0( j), . . . ,
K−1∑

j=0

xL−1( j)

]
.

(A.10)

B. NOISE PROPERTY

From (41), we have

v′(0) = c(mN)v(0) + c(mN + 1)v(1)

+ · · · + c
(
(m + 1)N − 1

)
v(N − 1),

v′(1) = c(mN)v(1) + c(mN + 1)v(2)

+ · · · + c
(
(m + 1)N − 1

)
v(N)

....

(B.1)

Then, when i �= j,

Ev′(i)v′∗( j)

= E

⎛
⎝
N−1∑

p=0

N−1∑

q=0

c(mN + p)v(p + i)
(
c(mN + q)v(q + j)

)∗
⎞
⎠
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= E

⎛
⎜⎜⎜⎝

N−1∑

p=0

N−1∑

q=0
p+i=q+ j

c(mN + p)v(p + i)
(
c(mN + q)v(q + j)

)∗

⎞
⎟⎟⎟⎠

+ E

⎛
⎜⎜⎜⎜⎝

N−1∑

p=0

N−1∑

q=0

p+i �=q+ j

c(mN + p)v(p + i)
(
c(mN + q)v(q + j)

)∗

⎞
⎟⎟⎟⎟⎠

= σ2
v

N−1∑

p=0

N−1∑

q=0
p+i=q+ j

c(mN + p)c(mN + q)∗

︸ ︷︷ ︸
∑N−1

p=0 c(mN+p)c∗(mN+p+i− j)≈0

+
N−1∑

p=0

N−1∑

q=0

p+i �=q+ j

c(mN + p)c(mN + q)∗ E
(
v(p + i)v(q + j)∗

)
︸ ︷︷ ︸

=0

≈ 0.

(B.2)

It follows that v′(i) and v′( j) are uncorrelated for i �= j.

C. EXTRACTING A PRIORI CHANNEL INFORMATION

In this appendix we explain how to extract useful a priori
channel information from the received signal [26]. This in-
formation is used in Section 5 by the adaptive searcher for
resolving overlapping multipath components.

(1) A power delay profile (PDP) is evaluated as follows:

J f (τ) � 1
M

M−1∑

m=0

∣∣∣∣∣
1
N

(m+1)NNu−1∑

n=mNNu

r(n)ym(n)

∣∣∣∣∣

2

. (C.1)

(2) The region of support of the power delay profile, say Rf ,
is determined by comparing the PDP with a thresh-
old λ f . The region of support refers to the region of
the delay (τ) that might contain significant multipath
components:

τ ∈ Rf if J f (τ) > λ f . (C.2)

We restrict Rf to the first continuous region of delays.
In other words, Rf starts from the earliest delay that is
higher than the threshold until the value of τ at which
the PDP falls below the threshold.

(3) The peak of the PDP is determined along with the de-
lay that corresponds to the peak. Let τ f denote the de-
lay of the peak of J f (τ):

τ f � arg max
τ

J f (τ), τ ∈ Rf . (C.3)

Moreover, let mf denote the value of the peak of J f (τ):

mf � max
τ

J f (τ), τ ∈ Rf . (C.4)

(4) The number of fading overlapping multipath compo-
nents that exist in the region of support, Rf , is deter-
mined by using the multipath detection algorithm of
[26]. Let the number of overlapping multipath com-
ponents be denoted by O.

In summary, the following a priori information can be used
in the multipath resolving stage.

(1) The delay of the ray to be resolved is confined to Rf .
(2) The number of fading overlapping multipath compo-

nents that exist in Rf is equal to O.
(3) The maximum amplitude of any ray in this region is

less than or equal to the square root of the maximum
value of J f (τ) after equalizing for the noise and fad-
ing biases that may arise in this value. This value is

equal to
√
Cf (mf − Bv), where Bv and Cf are two noise

and fading biases that can be calculated as described in
(49)-(50).
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Biometric identification has established itself as a very im-
portant research area primarily due to the pronounced need
for more reliable and secure authentication architectures in
several civilian and commercial applications. The recent in-
tegration of biometrics in large-scale authentication systems
such as border control operations has further underscored
the importance of conducting systematic research in biomet-
rics. Despite the tremendous progress made over the past few
years, biometric systems still have to reckon with a number
of problems, which illustrate the importance of developing
new biometric processing algorithms as well as the consid-
eration of novel data acquisition techniques. Undoubtedly,
the simultaneous use of several biometrics would improve
the accuracy of an identification system. For example the use
of palmprints can boost the performance of hand geome-
try systems. Therefore, the development of biometric fusion
schemes is an important area of study. Topics related to the
correlation between biometric traits, diversity measures for
comparing multiple algorithms, incorporation of multiple
quality measures, and so forth need to be studied in more de-
tail in the context of multibiometrics systems. Issues related
to the individuality of traits and the scalability of biometric
systems also require further research. The possibility of us-
ing biometric information to generate cryptographic keys is
also an emerging area of study. Thus, there is a definite need
for advanced signal processing, computer vision, and pattern
recognition techniques to bring the current biometric sys-
tems to maturity and allow for their large-scale deployment.

This special issue aims to focus on emerging biometric
technologies and comprehensively cover their system, pro-
cessing, and application aspects. Submitted articles must not
have been previously published and must not be currently
submitted for publication elsewhere. Topics of interest in-
clude, but are not limited to, the following:

• Fusion of biometrics
• Analysis of facial/iris/palm/fingerprint/hand images
• Unobtrusive capturing and extraction of biometric

information from images/video
• Biometric identification systems based on

face/iris/palm/fingerprint/voice/gait/signature

• Emerging biometrics: ear, teeth, ground reaction
force, ECG, retina, skin, DNA

• Biometric systems based on 3D information
• User-specific parameterization
• Biometric individuality
• Biometric cryptosystems
• Quality measure of biometrics data
• Sensor interoperability
• Performance evaluation and statistical analysis

Authors should follow the EURASIP JASP manuscript
format described at http://www.hindawi.com/journals/asp/.
Prospective authors should submit an electronic copy of
their complete manuscript through the EURASIP JASP man-
uscript tracking system at http://www.hindawi.com/mts/, ac-
cording to the following timetable:

Manuscript Due May 1, 2007

Acceptance Notification September 1, 2007

Final Manuscript Due December 1, 2007

Publication Date 1st Quarter, 2008

GUEST EDITORS:

Nikolaos V. Boulgouris, Department of Electronic
Engineering, Division of Engineering, King’s College
London, London WC2R 2LS, UK;
nikolaos.boulgouris@kcl.ac.uk

Juwei Lu, EPSON Edge, EPSON Canada Ltd., Toronto,
Ontario M1W 3Z5, Canada; juwei@ieee.org
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Department of Electrical and Computer Engineering,
University of Toronto, Toronto, Ontario, Canada, M5S 3G4;
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Arun Ross, Lane Department of Computer Science &
Electrical Engineering, West Virginia University,
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EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Signal Processing for Data Converters

Call for Papers
Data converters (ADCs and DACs) ultimately limit the per-
formance of today’s communication systems. New concepts
for high-speed, high-resolution, and power-aware convert-
ers are therefore required, which also lead to an increased
demand for high-speed and high-resolution sampling sys-
tems in the measurement industry. Present converter tech-
nologies operate on their limits, since the downscaling of
IC technologies to deep submicron technologies makes their
design increasingly difficult. Fortunately, downscaling of IC
technologies allows for using additional chip area for digi-
tal signal processing algorithms with hardly any additional
costs. Therefore, one can use more elaborate signal process-
ing algorithms to improve the conversion quality, to real-
ize new converter architectures and technologies, or to relax
the requirements on the analog design. Pipelined ADCs con-
stitute just one example of converter technology where sig-
nal processing algorithms are already extensively used. How-
ever, time-interleaved converters and their generalizations,
including hybrid filter bank-based converters and parallel
sigma-delta-based converters, are the next candidates for dig-
itally enhanced converter technologies, where advanced sig-
nal processing is essential. Accurate models constitute one
foundation of digital corrected data converters. Generating
and verifying such models is a complex and time-consuming
process that demands high-performance instrumentation in
conjunction with sophisticated software defined measure-
ments.

The aim of this special issue is to bring forward recent de-
velopments on signal processing methods for data convert-
ers. It includes design, analysis, and implementation of en-
hancement algorithms as well as signal processing aspects of
new converter topologies and sampling strategies. Further,
it includes design, analysis, and implementation of software
defined measurements for characterization and modeling of
data converters.

Topics of interest include (but are not limited to):

• Analysis, design, and implementation of digital algo-
rithms for data converters

• Analysis and modeling of novel converter topologies
and their signal processing aspects

• Digital calibration of data converters

• Error identification and correction in time-
interleaved ADCs and their generalizations

• Signal processing for application-specific data con-
verters (communication systems, measurement sys-
tems, etc.)

• New sampling strategies

• Sampling theory for data converters

• Signal processing algorithms for data converter test-
ing

• Influence of technology scaling on data converters
and their design

• Behavioral models for converter characterization

• Instrumentation and software defined measurements
for converter characterization

Authors should follow the EURASIP JASP manuscript for-
mat at http://www.hindawi.com/journals/asp/. Prospective
authors should submit an electronic copy of their complete
manuscript through the EURASIP JASP Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due May 1, 2007

Acceptance Notification September 1, 2007

Final Manuscript Due December 1, 2007

Publication Date 1st Quarter 2008



GUEST EDITORS:
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EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Distributed Space-Time Systems

Call for Papers
Diversity is a powerful technique to mitigate channel fad-
ing and to improve robustness to cochannel interference in
a wireless network. Space-time wireless systems traditionally
use multiple colocated antennas at the transmitter and re-
ceiver along with appropriate signal design (also known as
space-time coding) to realize spatial diversity in the link. Typ-
ically this diversity can augment any frequency and time di-
versity available to the receiver. Multiple antennas also offer
the ability to use spatial multiplexing to dramatically increase
the data rate.

A recent development in this area aims at dispensing with
the need for colocated antennas. Popularly known as the co-
operative diversity technique, this uses the antennas at mul-
tiple user terminals in a network in the form of a virtual an-
tenna array to realize spatial diversity in a distributed fash-
ion. Such techniques create new challenges in the design of
wireless systems.

The purpose of this call for papers is to address some of
these challenges such as new protocols for cooperative diver-
sity, cross-layer design, cooperative multiplexing, space-time
coding for distributed antennas, cooperative channel estima-
tion and equalization, selecting the right users for participat-
ing in a cooperative network, modulation specific issues like
OFDMA and CDMA, and distributed space-time processing
for sensor networks.

Papers on the following and related topics are solicited for
this special issue:

• New protocols for cooperative diversity systems
• Cross-layer protocol design
• Signal design for distributed space-time systems
• Cooperative channel estimation and equalization
• Cooperative MIMO systems
• Distributed space-time processing for sensor networks
• Power allocation in distributed space-time systems
• Fast algorithms and efficient architectures for virtual

MIMO receivers
• Energy efficient relay network architectures

Authors should follow the EURASIP Journal on Advances
in Signal Processing manuscript format described at the jour-
nal site http://www.hindawi.com/journals/asp/. Prospective
authors should submit an electronic copy of their complete
manuscript through the EURASIP JASP Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due May 1, 2007

Acceptance Notification September 1, 2007

Final Manuscript Due December 1, 2007

Publication Date 1st Quarter, 2008

GUEST EDITORS:

Ranjan K. Mallik, Department of Electrical Engineering, In-
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Keith Q. T. Zhang, Department of Electronic Engineering,
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Special Issue on

Cooperative Localization in Wireless Ad Hoc and
Sensor Networks

Call for Papers
One of the major requirements for most applications based
on wireless ad hoc and sensor networks is accurate node lo-
calization. In fact, sensed data without position information
is often less useful.

Due to several factors (e.g., cost, size, power), only a small
fraction of nodes obtain the position information of the an-
chor nodes. In this case, a node has to estimate its position
without a direct interaction with anchor nodes and a coop-
eration between nodes is needed in a multihop fashion. In
some applications, none of the nodes are aware of their abso-
lute position (anchor-free) and only relative coordinates are
estimated instead.

Most works reported in the literature have studied coop-
erative localization with the emphasis on algorithms. How-
ever, very few works give emphasis on the localization as
estimation or on the investigation of fundamental perfor-
mance limits as well as on experimental activities. In partic-
ular, the fundamental performance limits of multihop and
anchor-free positioning in the presence of unreliable mea-
surements are not yet well established. The knowledge of
such limits can also help in the design and comparison of
new low-complexity and distributed localization algorithms.
Thus, measurement campaigns in the context of cooperative
localization to validate the algorithms as well as to derive sta-
tistical models are very valuable.

The goal of this special issue is to bring together contri-
butions from signal processing, communications and related
communities, with particular focus on signal processing, new
algorithm design methodologies, and fundamental limita-
tions of cooperative localization systems. Papers on the fol-
lowing and related topics are solicited:

• anchor-based and anchor-free distributed and coop-
erative localization algorithms that can cope with un-
reliable range measurements

• derivation of fundamental limits in multihop and
anchor-free localization scenarios

• new localization algorithms design methodologies
based, for example, on statistical inference and factor
graphs

• low-complexity and energy-efficient distributed lo-
calization algorithms

• distributed ranging and time synchronization tech-
niques

• measurement campaigns and statistical channel mod-
eling

• algorithm convergence issues

• UWB systems

• localization through multiple-antenna systems

• experimental results

Authors should follow the EURASIP JASP manuscript for-
mat at http://www.hindawi.com/journals/asp/. Prospective
authors should submit an electronic copy of their complete
manuscript through the EURASIP JASP Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due August 1, 2007

Acceptance Notification December 1, 2007

Final Manuscript Due March 1, 2008

Publication Date 2nd Quarter 2008

GUEST EDITORS:
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EURASIP JOURNAL ON WIRELESS COMMUNICATIONS AND NETWORKING

Special Issue on

Multimedia over Wireless Networks

Call for Papers

Scope

In recent years there has been a tremendous increase in de-
mand for multimedia delivered over wireless networks. The
design and capabilities of the mobile devices and the services
being offered reflect the increase in multimedia usage in the
wireless setting. Applications that are in the process of be-
coming essential to users include video telephony, gaming, or
TV broadcasting. This trend creates great opportunities for
identifying new wireless multimedia applications, and for de-
veloping advanced systems and algorithms to support these
applications. Given the nature of the channel and of the mo-
bile devices, issues such as scalability, error resiliency, and en-
ergy efficiency are of great importance in applications involv-
ing multimedia transmission over wireless networks.

The papers in this issue will focus on state-of-the-art re-
search on all aspects of wireless multimedia communica-
tions. Papers showing significant contributions are solicited
on topics including but are not limited to:

• Error resilience and error concealment algorithms
• Rate control for wireless multimedia coding
• Scalable coding and transmission
• Joint source-channel coding
• Joint optimization of power consumption and rate-

distortion performance
• Wireless multimedia traffic modeling
• Wireless multimedia streaming
• Wireless multimedia coding
• QoS for wireless multimedia applications
• Distributed multimedia coding

Authors should follow the EURASIP Journal on Wireless
Communications and Networking manuscript format de-
scribed at http://www.hindawi.com/journals/wcn/. Prospec-
tive authors should submit an electronic copy of their com-
plete manuscript through the EURASIP Journal on Wire-
less Communications and Networking’s Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due March 1, 2007

Acceptance Notification July 1, 2007

Final Manuscript Due October 1, 2007

Publication Date 4th Quarter, 2007

GUEST EDITORS:

Dan Lelescu, R&D lab, Imaging Division, Micron Technol-
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Pleinlaan 2, 1050 Brussel, Belgium;
Peter.Schelkens@vub.ac.be

Kameswara Rao Namuduri, Deptartment of Electrical and
Computer Engineering, Wichita State University, 1845 Fair-
mount, Wichita, 67260 KS, USA;
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EURASIP JOURNAL ON IMAGE AND VIDEO PROCESSING

Special Issue on

Anthropocentric Video Analysis: Tools and Applications

Call for Papers
Humans are a basic entity in most videos. Lately, there has
been increased interest in devising automated video analysis
algorithms that aim to extract, efficiently describe, and or-
ganize information regarding the state or state transition of
individuals (identity, emotional state, activity, position and
pose, etc), interactions between individuals (dialogue, ges-
tures, engagement into collaborative or competitive activities
like sports), physical characteristics of humans (anthropo-
metric characteristics, 3D head/body models), and so forth.
Such information can be utilized in a multitude of important
applications that include, but are not limited to:

• Human computer interaction, ubiquitous computing
• Video characterization, classification, and semantic

annotation
• Video indexing and retrieval
• Temporal video segmentation (shot and scene

boundary detection) and summarization
• Intelligent video surveillance, access control, and

other security related applications

High quality and original contributions on the following
(nonexhaustive) list of topics related to anthropocentric
video analysis and its applications are solicited:

• Detection and tracking of humans or human body
parts

• Action recognition and human behavior analysis
• Emotional state recognition
• Anthropocentric video characterization, semantic

annotation, indexing, retrieval, temporal
segmentation and summarization

• Efficient description schemes for anthropocentric
video information

• Dialogue detection, LiP activity detection, visual
speech recognition

• Hand gesture recognition
• 3D modeling of humans
• Person verification and recognition

Authors should follow the EURASIP JIVP manuscript for-
mat at http://www.hindawi.com/journals/ivp/. Prospective
authors should submit an electronic copy of their complete
manuscripts through the EURASIP JIVP manuscript track-
ing system at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due February 1, 2007

Acceptance Notification June 1, 2007

Final Manuscript Due September 1, 2007

Publication Date 4th Quarter, 2007

GUEST EDITORS:

Nikos Nikolaidis, Department of Informatics, Aristotle
University of Thessaloniki, Greece; nikolaid@aiia.csd.auth.gr

Maja Pantic, Department of Computing, Imperial College
London, UK; m.pantic@imperial.ac.uk
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The 5th International Symposium on Image and Signal Processing and Analysis (ISPA 
2007) will take place in Istanbul, Turkey, from September 27-29, 2007. The scientific 
program of the symposium consists of invited lectures, regular papers, and posters. The 
aim of the symposium is to foster interaction of researchers and exchange of new ideas. 
Prospective authors are invited to submit their manuscripts reporting original work, as 
well as proposals for special sessions.  
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Symposium Topics 
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Submission of full paper: February 15, 2007 
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Symposium Venue 
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spreads over two continents: it lies at a point where Asia and Europe are separated by a 
narrow strait - the Bosphorus. Istanbul has been the cradle for many civilizations for over 
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the arts. The symposium will be organized in the congress center of the Bogazici 
University. 
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Co-Chairs, according to instructions provided on the ISPA web site. The aim of a special 
session is to provide an overview of the state-of-the-art and current research directions in 
specific fields of image and signal processing and analysis. 

Best Student Paper Award 
Best Student Paper Award in the amount of 300 EUR will be given to a student author. 
The student’s name must appear first on the paper and the paper must be presented at the 
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engineers and scientists engaged in research and development of Signal and Image Processing theory 
and applications.  Effective 2007, ISSPA will extend its scope to add the new track of information 
sciences.  Hence, the intention that the previous full name of ISSPA is replaced after 2007 by the 
following new full name: 
International Conference on Information Sciences, Signal Processing and their Applications. ISSPA is 
an IEEE indexed conference. 
 
ISSPA 2007 is organized by the University of Sharjah, College of Engineering, Etisalat University 
College and the American University of Sharjah. 
 
The regular technical program will run for three days along with an exhibition of signal processing and 
information sciences products. In addition, tutorial sessions will be held on the first day of the 
symposium. Presentations will be given in the following topics: 
 
  1. Filter Design Theory and Methods 
 

11. Multimedia Signal Processing 
 

21. Signal Processing for Bioinformatics 
 

  2. Multirate Filtering & Wavelets 
  

12. Nonlinear signal processing 22. Signal Processing for Geoinformatics
 

  3. Adaptive Signal Processing 13. Biomedical Signal and Image   
      Processing 

23. Biometric Systems and Security 
 

  4. Time-Frequency/Time-Scale Analysis 
  

14. Image and Video Processing 
 

24. Machine Vision 
 

  5. Statistical Signal & Array Processing 
 

15. Image Segmentation and Scene  
      Analysis 

25. Data visualization 
 

  6. Radar & Sonar Processing 
 

16. VLSI for Signal and Image   
      Processing 

26. Data mining 
 

  7. Speech Processing & Recognition 
 

17. Cryptology, Steganography, and  
      Digital Watermarking 

27. Sensor Networks and Sensor Fusion
 

  8. Fractals and Chaos Signal Processing 
 

18. Image indexing & retrieval 28. Signal Processing and Information  
      Sciences Education 

  9. Signal Processing in Communications 
 

19. Soft Computing & Pattern  
      Recognition 

29. Others 

10. Signal processing in Networking 20. Natural Language Processing 30. Special Sessions 
 
Prospective authors were invited to submit full length (four pages) papers via the conference website for 
presentation in any of the areas listed above (showing area in submission). Submission of proposals for 
student session, tutorials and sessions on special topics were sent to the conference secretary. All articles 
submitted to ISSPA 2007 are  peer-reviewed using a blind review process by at least two independent 
reviewers.  
 

For more details see  

www.isspa2007.org/ 
 

 

Important Deadlines: 
 

Full Paper  Submission:  
October 14, 2006 
Tutorials/Special Sessions Submission:  
October 14, 2006 
Notification of Acceptance:  
December 3, 2006 
Final Accepted Paper Submission: 
December 19, 2006 

 
Conference Secretary 
 

A-K. Hamid 
University of Sharjah, UAE 
Tel : +971 6 5050932 
Fax :+971 6 5050872 
E-mail: akhamid@sharjah.ac.ae 
 

 
 

                                                     

 



th
15  European Signal Processing Conference

EUSIPCO 2007
September 3-7, 2007, Poznañ, Poland

Just in the centre of Europe!

The 2007 European Signal Processing Conference (EUSIPCO-2007) is the fifteenth in a 
series of conferences promoted by EURASIP, the European Association for Signal, 
Speech, and Image Processing. The conference will be organized by Poznañ University 
of Technology, Faculty of Electronics and Telecommunications Chair of Multimedia 
Telecommunications and Microelectronics and PTETiS Society in Conference Center at 
Poznañ International Fair.

As usual, EUSIPCO-2007 areas of interest will cover all aspects of signal processing 
theory and applications as listed below. Proposals for special sessions and tutorials are 
strongly encouraged. Accepted papers will be published in the proceedings of EUSIPCO-
2007. Acceptance will be based on quality, relevance and originality.

Important Dates (updated)
Proposals for Special Sessions and Tutorials: December 11, 2006

Electronic submission of Full papers (4 pages A4): February 5, 2007

Notification of Acceptance: May 11, 2007

Submission of Camera-Ready Papers and Registration: June 10, 2007

Best Student Paper Awards
Student authors who appear as first authors in a paper 
may enter the student paper contest.

Submission
Procedures to submit a paper, proposals for sessions/tutorials, can be found at 
www.eusipco2007.org. Submitted papers must be final, full papers, no more than five 
pages long all inclusive and strictly conforming to the format specified on the EUSIPCO web 
site.

www.eusipco2007.org

CALL FOR PAPERS

European Association
for Signal, Speech and

Image Processing

Chairman
Marek Domañski

domanski@et.put.poznan.pl
Poznañ University of Technology, 

Poland

Technical Program Chairmen
Ryszard Stasiñski

rstasins@et.put.poznan.pl
Maciej Bartkowiak

mbartkow@et.put.poznan.pl
Poznañ University of Technology, 

Poland

Special Sessions
Maciej NiedŸwiecki

maciekn@eti.pg.gda.pl
Gdañsk University of Technology, 

Poland

Tutorials
Tomasz Zieliñski

tzielin@uci.agh.edu.pl
AGH University of Science and 

Technology, Poland

Local Arrangements
S³awomir Maækowiak

smack@et.put.poznan.pl
Poznañ University of Technology, 

Poland

Overseas Liason
Andrzej Cichocki

cia@brain.riken.jp
Brain Science Institute RIKEN, 

Japan

Wen Gao
wgao@pku.edu.cn

Peking University, China

Yo-Sung Ho
hoyo@gist.ac.kr

Gwangju Institute of Science and 
Technology, Korea

Janusz Konrad
jkonrad@bu.edu

Boston University, USA

Masayuki Tanimoto
tanimoto@nuee.nagoya-u.ac.jp

Nagoya University, Japan

Scientific Secretariat
office@eusipco2007.org

Poznañ University of Technology
Chair of Multimedia 

Telecommunications and 
Microelectronics

Polanka 3, 60-965 Poznañ
POLAND

The conference topics include:
!  Audio and Electroacoustics
!  Design and Implementation of Signal Processing Systems
!  DSP Applications and Embedded Systems
!  Emerging Technologies in Signal Processing
!  Signal Processing for Communications
!  Image and Multidimensional Signal Processing
!  Medical Imaging
!  Image and Video Analysis
!  Multimedia Signal Processing
!  Speech Processing and Coding
!  Image, Video and Audio Compression
!  Nonlinear Signal Processing
!  Sensor Array and Multichannel Processing
!  Signal Detection and Estimation
!  Signal Processing Applications (Biology, Geophysics, Seismic, Radar, Sonar, 

Remo te Sensin g, Astronom y, Bio-informatic s, Positionin g, etc.)
!  Signal Processing Algorithms and their Implementations in Communication Systems
!  Hardware Solutions for Signal Processing
!  Education on Signal Processing 



About EURASIP:
The European Association for Signal, Speech and Image Processing (www.eurasip.org) was founded on 1 September 1978 to: 
"improve communication between groups and individuals that work within the multidisciplinary, fast growing field of Signal 
Processing in Europe and elsewhere, and to exchange and disseminate information in the field all over the world." The association 
exists to promote the efforts of researchers by providing a learned and professional platform for dissemination and discussion of all 
aspects of signal processing. EURASIP is a non profit organization which is governed by its Administrative Committee (AdCom).

EURASIP Areas of Interest:
!  Continuous and discrete time signal theory
!  Applications of signal processing

EURASIP sponsors and co-sponsors a number of conferences within Europe and the rest of the world each year. The main event is 
EUSIPCO (European Signal Processing Conference), which is now recognized as one of the premier signal processing conferences, 
attracting delegates and papers from all over the world. The venues of consecutive conferences are: Lausanne, Switzerland (1980); 
Erlangen, Germany (1983); Hague, the Netherlands (1986); Grenoble, France (1988); Barcelona, Spain (1990); Brussels, Belgium 
(1992); Edinburgh, UK (1994); Trieste, Italy (1996); Rhodes, Greece (1998); Tampere, Finland (2000); Toulouse, France (2002); 
Vienna, Austria (2004); Antalya, Turkey (2005); Florence, Italy (2006). 
The 2007 event will be held in Poznañ, Poland.

About Poznañ
Poznañ, a capital of Wielkopolska province, is the fifth biggest city in Poland with population of 580 000.  It is halfway between Berlin 
and Warsaw and it is older than each one of them. Poznañ is easily accessible, since it is located in central Europe and it is easy to get 
there both from Western and Eastern part of the continent and also the rest of the world. 
Poznañ-£awica International Airport is situated only 6 km from the conference venue. There are a lot of direct flights to many of 
European cities. The conference site is in the city centre, in a walking distance from the main railway station, as well as a variety of 
hotels of various standards. 
Poznañ is a dynamic economic, academic, scientifical and cultural centre. Thanks to its excellent economic performance and 
International Fair the city is often called the economic capital of Poland. It is an excellent place for organizing conferences because it 
is also a centre of academic life. There are 22 universities and other institutions of higher education with over 120 000 students. 
Among the universities there is Poznañ University of Technology  one of the biggest and most recognized technical universities in 
Poland. Thanks to such a considerable number of students the city has got a creative and unforgettable atmosphere. An abundance 
of monuments and interesting places from all époques creates pleasant surroundings for social meetings after conference sessions.

!  Systems and technology
!  Speech communication
!  Image processing and communication.



 

 

Fifth International Workshop on  
 Content-Based Multimedia 

Indexing, CBMI-2007 
  

June 25-27, 2007 
Bordeaux, France  

 
Chair of organizing committee 
Jenny Benois-Pineau   
University of Bordeaux/LABRI 
jenny.benois@labri.fr   
 
Technical Program Chair 
Eric Pauwels 
Centrum voor Wiskunde en 
Informatica 
Eric.Pauwels@cwi.nl 
 
Organizing Committee 
Régine André-Obrecht (IRIT) 
Patrick Bouthemy  (IRISA) 
Chabane Djeraba (IRIN) 
Philippe Joly   (IRIT)  
Riccardo Leonardi  (U. Brescia)  
Bernard Merialdo  (Eurecom) 
Heri Nicolas (LABRI) 
Georges Quénot  (CLIPS-IMAG) 
 
Local Committee 
Publicity :  V. Bogati 
Publications : J. Pinquier 
Webmaster : D. Auber 
Cultural program : J. –Ph. Domenger 
Financial management :  
J.-L. Lassartesses 
 
Special issue 
Ebroul Izquierdo (QMUL) 
 
Program Committee 
Régine André-Obrecht (IRIT) 
Yannis Avritis (NTUA) 
Michel Barlaud (I3S) 
Jenny Benois-Pineau (LABRI) 
Catherine Berrut (CLIPS-IMAG) 
Alberto del Bimbo  (U Florence) 
Nozha Boujema (INRIA) 
Patrick Bouthemy  (IRISA/INRIA) 
Matthieu Cord (LIP6) 
Edward Delp (Purdue University) 
Marcin Detyniecki (LIP6) 
Chabane Djeraba (LIFL) 
Moncef Gabbouj (TUT) 
Patrick Gros (IRISA) 
Alan Hanjalic (TU Delft) 
Benoit Huet  (Eurecom) 
Ebroul Izquierdo  (QMUL) 
Philippe Joly  (IRIT) 
Stefanos Kollias (NTUA) 
Yiannis Kompatsiaris (ITI) 
Riccardo Leonardi  (U Brescia) 
Stepahne  Marchand-Maillet  (UniGe) 
Ferran  Marques (UPC) 
José María Martínez (UAM) 
Bernard Merialdo (EURECOM) 
Jan Nesvadba (Philips) 
Andreas Nuernberger (U Magdebourg) 
Francois Pachet  (Sony) 
Fernando Pereira  (IST) 
Georges Quénot  (CLIPS-IMAG) 
Andreas Rauber  (TU Wien) 
Gael Richard  (ENST) 
Philippe Salembier  (UPC) 
Henri Sanson (FT R&D) 
Steffen Staab (U Koblenz) 
Alan Smeaton (DCU) 
Shin’Ichi Satoh  (NII) 
Murat Tekalp (KU) 

 

CBMI 2007 CALL FOR PAPERS 
 
Following the four successful previous events of CBMI (Toulouse 1999, Brescia 2001, Rennes 2003 
and Riga 2005), the LABRI/University of Bordeaux will organize the next CBMI event. CBMI’07 aims 
at bringing together the various communities involved in the different aspects of Content-Based 
Multimedia Indexing. The scientific program of CBMI’07 will include the presentation of invited 
plenary talks, special sessions as well as regular sessions with contributed research papers.  

Authors are encouraged to submit extended papers to the  Special Issue of Signal Processing: Image 
Communication journal, EURASIP on CBMI. Topics of interest for submissions include, but are 
not limited to: 

• Multimedia indexing and retrieval (image, audio, video, text) 
• Multimedia content extraction 
• Matching and similarity search 
• Construction of high level indices 
• Multi-modal and cross-modal indexing 
• Content-based search techniques 
• Multimedia data mining 
• Presentation tools 
• Meta-data compression and transformation 
• Handling of very large scale multimedia database 
• Organisation, summarisation and browsing of multimedia documents 
• Applications 
• Evaluation and metrics 

PAPER SUBMISSION 

Prospective authors are invited to submit full papers of not more than eight (8) pages including 
results, figures and references. Papers will be accepted only by electronic submission through the 
conference web site: http://cbmi07.labri.fr/. Style files (Latex and Word) are provided for the 
convenience of the authors. 
  

Submission of full paper (to be received by):   January 25, 2007 
Notification of acceptance:                   March 10, 2007 
Submission of camera-ready papers:    April 10, 2007 

  
WORKSHOP VENUE 

CBMI’07 will be held in Bordeaux (France) on June 25-27, 2007  
 
For further information:  http://cbmi07.labri.fr/ 

         

 

                    

 



15th International Conference 
on Digital Signal Processing  

July 1-4, 2007
Cardiff

Wales, UK

Call for Papers
The 15th International Conference on Digital Signal Processing (DSP 2007), the most 
longstanding conference in the area of DSP, organised in cooperation with the IEEE, will 
be held in Cardiff the capital of Wales, UK, July 1-4, 2007.  DSP 2007 belongs to a series 
of events which had its genesis in London in 1968 and continued to Florence, Nicosia, 
Lemessos, and Santorini.  The last meeting took place overlooking the cauldron in the 
bay of Fira, Santorini, in 2002.  This now tranquil location was once the scene of a mas-
sive eruption which led directly to the extinction of one of Europe’s oldest civilisations, the 
Minoans; in 2007 delegates will be brought right up to date in an area of rebirth, Cardiff 
Bay, the heart of Europe’s youngest capital.  The conference will contain a number of Spe-
cial sessions organised by internationally recognised experts.  The programme will also 
include presentations of new results in lecture and poster sessions, together with plenary 
sessions delivered by eminent scientists.  Accepted papers will appear in IEEE Xplore.

Special Sessions
TBA

Indicative Topics of Interest
Adaptive signal processing
Array processing, radar and sonar
Biomedical signal and image processing
Bioinformatics and genomic signal processing
Blind equalization
Blind source separation
Collaborative networking
Computer vision and pattern recognition
Data fusion
Design and implementation of signal processing systems
Detection and estimation theory
Distributed Signal Processing
Image and multidimensional signal processing
Information forensics and security
Joint source-channel coding
Machine learning for signal processing
Multimedia signal processing
Multimudal signal processing
Multivariate statistical analysis
Musical signal processing
Nonlinear signal processing
Progressive data transmission
Sensor array and multichannel systems
Speech and language processing
Time-frequency and time-scale analysis

Expected dates (to be conrmed): 
Electronic paper submission    
Acceptance notication           
Camera-ready papers               
Conference                               

Honorary Chair                          
A. G. Constantinides
Imperial College, UK

Technical Chair                         
J. A. Chambers
Cardiff University, UK

Organising Chair                         
S. Sanei
Cardiff University, UK

Publications Chair                      
J.  McWhirter
QinetiQ, UK

Publicity Chair                            
Y. A. Hicks
Cardiff University, UK

Organising Committee
S. Lambotharan, UK
M. Al-Akaidi, UK
D. Marshall, UK

International Technical 
Committee
V. Cappellini, Italy 
A. Cichocki, Japan
C. F. N. Cowan, UK
Z. Cvetkovic, UK 
M. Davies, UK 
A. Gershman, Germany 
G. Giannakis, USA 
F. Harris, USA
C. Jutten, France 
R. Leyman, Singapore
M.D. Macleod, UK
D. Mandic, UK 
S. K. Mitra, USA 
M. Petrou, UK 
I. Pitas, Greece 
V. Poor, USA
I.K. Proudler, UK
T. Reed, USA
A. Sayed, USA
A. N. Skodras, Greece
A. Zoubir, Germany

February 19, 2007 
April 2, 2007 
April 9, 2007 
July 1-4, 2007 

www.cardiff.ac.uk/dsp2007/


