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Abstract

A robust power and rate control algorithm is proposed for distributed wireless networks where the network dynamics is modelled as an
uncertain discrete-time state-delayed system.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Power consumption is a limiting factor in the performance
of wireless networks. This limitation is compounded by the
fact that nodes in a wireless network need to cater to certain
data rates, which in turn require the SNR level and, conse-
quently, the power level to be above some values. There have
been several power control algorithms proposed in the lit-
erature (e.g.,Zander, 1992; Grandhi, Vijayan, & Goodman,
1994; Foschini & Miljanic, 1993; Chen, Bambos, & Pottie,
1994; Andersin, Rosberg, & Zander, 1996; Shoarinejad,
Speyer, & Pottie, 2001; Leung, 1999, 2002; Subramanian
& Sayed, 2004a). Most of the available solutions do not
approach in a combined manner the tradeoff require-
ments of power, data rate, and congestion. In recent works
(Subramanian, Khajehnouri, & Sayed, 2003; Subramanian &
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Sayed, 2005), the authors proposed algorithms that allow for
the joint control of rate and power in a network. The algo-
rithms of Subramanian et al. (2003)andSubramanian and
Sayed (2005), however, did not account for the presence of
feedback delays, which arise from round trip delay propa-
gation in a network. In this paper, we extend these earlier
results to the case when there are delayed measurements due
to round trip delays. From a system-theoretic perspective,
the problem requires that we now deal with state-delayed
models. As a result of the analysis, we will end up with
a joint rate and power control algorithm that minimizes a
bound on the error variance between the desired and actual
signal-to-interference ratios (SIR).
Notation: For a column vectorz, we write‖z‖2 to denote

its squared Euclidean norm. For a positive scalarx, we write
x̄ to denote its dB value, i.e.,̄x = 10 log10x.

2. Power and rate control strategy

Following Subramanian and Sayed (2005), consider a
wireless network with nodes organized into local clusters
or cells with one node acting as the master node in each
cell. Any node that wishes to communicate is allowed to do
so only with the master node and using a time slot. Nodes
communicating during the same time-slot in other cells
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Fig. 1. A schematic representation with three cells, three master nodes,
and active and interfering nodes. The active node is nodei and the
interfering nodes are nodesh and l.

cause interference in this cell.Fig. 1shows a schematic rep-
resentation with three cells, three master nodes, and active
and interfering nodes.

The signal-to-interference-plus-noise-ratio (SIR) for node
i at timek on an uplink channel is defined by

�i (k)=
Gii(k)pi(k)∑

j∈AGij (k)pj (k)+ �2
, (1)

whereGij is the channel gain from thejth node to the in-
tended master node of theith cell, pj is the transmitted
power from thejth node,�2 is the power of the white Gaus-
sian noise at the receiver of the master node, andA is the
set of all nodes interfering with nodei.

Let fi(k) denote the flow rate at nodei at timek. We shall
initially assume that each node in the network employs the
following flow-rate control algorithm (Kelly, 2000):

fi(k + 1)= fi(k)+ �[d(k)− c1(k)fi(k)
− c2fi(k − �)], (2)

where�>0 is a step-size parameter, andc1(k) andc2 are
measures of the amount of congestion in the network. More-
over, d(k) controls the rate increase per iteration and� is
non-zero for any controller that incorporates round trip de-
lay time. Subramanian and Sayed (2005)studied the case
c2 = 0 and� = 0.

Now Shannon’s capacity formula suggests a plausible
choice for the SIR level in order to achieve a rate valuefi(k),
namely, the SIR level should be at least at a value�′

i (k) that
is related tofi(k) via1

fi(k)= 1
2 log2[1 + �′

i (k)]. (3)

Usually, during normal network operation,�′
i (k)?1 and,

hence,fi(k) in (3) is proportional to log�′
i (k). Substituting

1 We may adjust Eq. (3) to include a buffer zone, namely, we could
select �′

i
(k) via fi(k) = (�/2) log2[1 + �′

i
(k)], for some scaling factor

�<1.

this fact into (2) we find that the desired SIR, in dB scale,
would need to vary according to the rule

�̄′
i (k + 1)= [1 − �c1(k)]�̄′

i (k)− �c2�̄
′
i (k − �)+ �′d(k), (4)

where�′ = 20�/log2(10) and �̄i (k)= 10 log�i (k).
We shall initially assume that each node in the network

adjusts its power according to the power control algorithm
(in dB scale):

p̄i(k + 1)= p̄i(k)+ �i[�̄′
i (k)− �̄i (k)], (5)

where�i is a step-size parameter that is allowed to vary
from one node to another, and�i (k) is the actual SIR that is
achieved bypi(k) as given by (1). Now let

�i (k)=
Gii(k)∑

j∈AGij (k)pj (k)+ �2

denote the scaling factor that determines howpi(k) affects
the achieved�i (k) in (1), i.e.,

�i (k)= �i (k)pi(k)

or, equivalently, in dB scale,

�̄i (k)= �̄i (k) + p̄i(k). (6)

It is shown inSubramanian and Sayed (2005)that a random-
walk model for�̄i (k) can be derived of the form

�̄i (k + 1)= �̄i (k)+ ni(k), (7)

whereni(k) = 10 logmi(k) − 10 logzi(k) is a zero-mean
disturbance of some variance�2

n and is independent of̄pi(k).
This model is based on the assumption that nodes in the
network do not jointly optimize their power levels in any
centralized manner and only do so independently and in a
distributed sense. Substituting this model for�̄i (k) into (6),
we find that the actual̄�i (k) varies according to the rule:

�̄i (k + 1)= (1 − �i )�̄i (k)+ �i �̄
′
i (k)+ ni(k). (8)

The proposed solution will not use�2
n but rather a bound on

it in order to account for uncertainties in the model for�̄i (k).
Our objective is to design the power control sequence{pi(k)}
such that the actual SIR levels{�i (k)} from (8) will tend to
the desired SIR levels{�′

i (k)} from (4). To do so, we shall
formulate a robust quadratic control problem as follows.
First, we drop the node indexi for simplicity of notation (it
is to be understood that the resulting control mechanism is
implemented at each node). Second, we introduce the two-
dimensional state vector:

xk =
[

�̄(k)
�̄′(k)

]
.

Then combining (4) and (8) we arrive at the time-delayed
state-space model:

xk+1 =
[

1 − � �
0 1− �c1(k)

]
xk +

[
0 0
0 −�c2

]
xk−�

+
[
n(k)

�′d(k)

]
,
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or, more compactly,

xk+1 = Akxk + Adxk−� + wk, (9)

where the 2×2 coefficient matricesAk andAd are given by

Ak =
[

1 − � �
0 1− �c1(k)

]
, Ad =

[
0 0
0 −�c2

]
(10)

and wherewk is a 2× 1 zero-mean random vector with
covariance matrix

Q= EwkwT
k =

[
�2
n

�′2�2
d

]
��uI (11)

assumed bounded by some known�u >0. In order to drive
�(k) towards�′(k) we shall employ a control sequenceuk
in (9) as follows:

xk+1 = Akxk + Adxk−� + Buk + wk (12)

for some given 2× 2 matrixB and 2× 1 control sequence
uk to be determined. For example, let

Buk =
[
up(k)

uf (k)

]

denote the individual entries ofBuk to be designed. Then
the inclusion of the termBuk in (12) amounts to adding a
control signalup(k) to the power update (5), and a control
signal uf (k) to the desired SIR update (4)—see Eq. (26)
further ahead.

To proceed, we shall assume that we have access to output
measurements that are related to the state vector as follows:

yk = Cxk + vk (13)

for some known matrixC and wherevk denotes measure-
ment noise with bounded covariance matrixR,

R = EvkvT
k ��vI

for some known�v >0. Usually,C = I so that the entries
of yk correspond to noisy measurements of the actual and
desired SIR levels,{�̄(k), �̄′(k)}. We now propose a control
procedure that takes into account uncertainties that arise
due to the lack of perfect knowledge about the network
dynamics. For example, the congestion control parameters
c1(k) andc2 are usually not known exactly and have to be
estimated; the estimation process introduces errors in the
assumed state-space model. Let us model the uncertainty in
c1(k) as

c1(k)= c̄1 + g�(k)d̄, (14)

where�(k) is a zero mean random noise with variance�2
�, g

andd̄ are known scalars, and̄c1 is unknown but bounded as

c1,l� c̄1�c1,u (15)

for some known positive scalars{c1,l , c1,u}. In other words,
we allow for both deterministic and stochastic uncertainties

in c1(k). In this way, the matricesAk themselves in (10) are
not known exactly but they are modelled asAk = Ā+ �Ak
where

Ā=
[

1 − � �
0 1− �c̄

]
(16)

and

�Ak = g�(k)D, (17)

where

D =
(

0 0
0 −�d̄

)
. (18)

Likewise, letc2 be bounded asc2,l�c2�c2,u. In this way,
the matrixAd in (10) is also not known exactly but is now
modelled as belonging to a convex polytope. We shall design
the control sequence{uk} as follows. First, we use the robust
algorithm of Subramanian and Sayed (2004b)to estimate
the state of perturbed state-space models as in (16)–(17).
Then, the control sequence{uk} will be designed such that
an upper bound on the following stochastic quadratic cost
function is minimized (cf. (19)):

J = E
{ ∞∑
k=0

‖Lxk‖2

}
,

with L = [1 −1], and whereE denotes the expectation
operator. This choice ofL results in

Lxk = �̄(k)− �̄′(k),

so that ‖Lxk‖2 is a measure of the difference between
{�̄(k), �̄′(k)}. The choice of a quadratic cost function is
largely dictated by its convenience and by its interpretation
in terms of error variance minimization. Other cost func-
tions may be chosen to address other performance criteria.

Now the resulting control will guarantee the following
performance over all models{Ak + �Ak}. Let x̃k = xk − x̂k
denote the state estimation error. Then the construction will
determine state estimates{x̂k}, and a control sequence{uk}
as a function of these state estimates, such that

J< 	2E

{ ∞∑
k=0

(‖wk‖2 + ‖vk‖2)

}
+ b (19)

for some constantb>0 and for the smallest possible	2, and
over all zero-mean noise sequences{wk, vk} satisfying

E

( ∞∑
k=0

‖wk‖2

)
<∞, E

( ∞∑
k=0

‖vk‖2

)
<∞. (20)

The following is the main result assumingB = I .

2.1. A robust power and rate control algorithm

Let

Al =
[

1 − � �
0 1− �c1,l

]
, Au =

[
1 − � �

0 1− �c1,u

]
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and

Ad,l =
[

0 0
0 1− �c2,l

]
, Ad,u =

[
0 0
0 1− �c2,u

]
.

Given a 1× 2 vectorL= [1 − 1], the following is a robust
power and rate-flow control strategy:

1. Introduce a 2× 2 matrixAf and a 2× 1 vectorBf to
be determined. Let

Āl =
[

Al 0
Al − Af − BfC Af

]
,

Āu =
[

Au 0
Au − Af − BfC Af

]

and define

Ād,l =
[
Ad,l 0
Ad,l 0

]
, Ād,u =

[
Ad,u 0
Ad,u 0

]
.

The quantitiesAf and Bf are determined as follows
(Subramanian & Sayed, 2004b). Given a scalar 0< �<1,
we solve the following convex optimization problem over
the variables{P = diag{P1, P2}, R,Af , Bf } (all of dimen-
sion 2× 2):

min Tr[�u(P1 + P2)+ �vB
T
f P2Bf ] (21)

subject to the conditions

(22)

for m= l, u, and withP >I , R>I ,

H̄
�=P − R − �2

�D̄
TḠTPḠD̄

and

Ḡ=
(
gI 0
gI 0

)
, D̄ =

(
D 0
0 0

)
. (23)

The Af andBf found in this manner are such that they
minimize a bound on the covariance ofx̃k in the absence
of control (Subramanian & Sayed, 2004b). In addition, the
construction below ensures asymptotic stability in the pres-
ence of a control signal (the argument is similar to that in
Appendix D ofSubramanian & Sayed, 2005).

2. Using the just found{Af ,Bf }, define

Ǎl =
[

Al −Kc Kc
Al − Af − BfC Af

]
,

Ǎu =
[

Au −Kc Kc
Au − Af − BfC Af

]
,

B̌ =
[
I 0
I −Bf

]

for some 2× 2 matrixKc to be determined. DetermineKc,
X,Y, and the smallest positive	2 that guarantee
 Ȟm ǍT

mXĀd,m −ǍT
mXB̌

−ĀT
d,mXǍm Y − ĀT

d,mXĀd,m −ĀT
d,mXB̌

−B̌TXǍm −B̌TXĀd,m 	2I − B̌TXB̌


>0,

(24)

where

Ȟm =X − Y − ǍT
mXǍm − ĽTĽ− �2

�D̄
TḠTXḠD̄

for m= l, u and

Ľ= [L 0].
Then set

uk = −Kcx̂k,
x̂k+1 = Af x̂k + Bf yk + uk. (25)

3. Partitionuk as

uk =
[
up(k)

uf (k)

]

and update the rate flow and the power at the relevant node
as follows (compare with (2) and (5)). Let
=(log2(10))/20.
Then

�̄′
i (k)= fi(k)/
,

p̄i(k + 1)= p̄i(k)+ �i[�̄′
i (k)− �̄i (k)] + up(k),

fi(k + 1)= fi(k)+ �[d(k)− c1(k)fi(k)− c2fi(k − �)]
+ 
uf (k). (26)

3. Simulations

To illustrate the performance of the proposed algorithm,
we simulate the model adopted inSubramanian et al. (2003)
andSubramanian and Sayed (2005)and summarized as fol-
lows. The space is divided into virtual geographical cells,
each containing many nodes with one node acting as a mas-
ter node. A frequency slot is allocated to each node that
wishes to communicate with the master node in a cell. We
allow for frequency reuse across cells in a manner similar to
that in mobile cellular systems. The nodes communicating
in the same frequency slot in other cells cause interference
with this cell and this interference is measured in terms of
the SIR. The channelGii is assumed to have a lognormal
distribution, i.e.,

Gii = S0d
−�
ii 10�/10, (27)

whereS0 is a function of the carrier frequency,� is the path
loss exponent (PLE), anddii is the distance of the master
node from the node. The value of� depends on the physical
environment and changes between 2 and 6 (usually 4), while
� is a zero mean Gaussian random variable with variance�2

�,



A. Subramanian, A.H. Sayed / Automatica 41 (2005) 1917–1924 1921

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
-6

-5.5

-5

-4.5

-4

-3.5

-3

-2.5

Traffic in Erlangs

S
te

ad
y 

st
at

e 
er

ro
r 

va
ria

nc
e 

in
 d

B

Conventional power control  

Robust algorithm  

Fig. 2. Steady-state varianceE[�(k) − �′(k)]2 in SIR tracking using a
conventional power control algorithm (5) and the proposed joint rate and
control algorithm (26). [Erlangs is a unit that measures the ratio of the
arrival rate of nodes to the departure rate of nodes after transmission.]
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Fig. 3. Error variance curves as a function of time in SIR tracking
using the conventional power control algorithm (5) and the proposed
robust algorithm (26). The curves are obtained by averaging over 350
experiments.

which usually ranges between 6 and 12. We assume that the
transmission power of each node at every instant satisfies
Pmin�pi(k)�Pmax.

Fig. 2 illustrates the performance of the algorithm (26) in
comparison to the algorithm (5) fromFoschini and Miljanic
(1993)using a fixed� = 0.2 for all nodes.Fig. 3 shows the
error variance curves as a function of time for the power
control strategy with and without the additive control term.
It is seen that the robust algorithm (26) leads to smaller
error variance in steady state.Fig. 4 shows that there is no
significant difference in power consumption between the
conventional power control algorithm and the proposed
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Fig. 4. Power consumption using a standard power control algorithm (5)
and the joint rate and power control algorithm (26).

robust algorithm.Fig. 4 shows the mean powerE[pi(k)]
consumed by a node averaged over 350 experiments. We
assumePmin = 0 andPmax = 1.

Appendix A. Properties of the robust filter

Consider the filter (25) without the control signaluk,
namely

x̂k+1 = Af x̂k + Bf yk,
with Af andBf found by solving (21). Define

�k
�=
(
xk
x̃k

)
. (28)

Then combining (9) and (28) gives

�k+1 =
{(

Ā 0
Ā− Af − BfC Af

)
+
(
g

g

)
�(k)(D 0)

}
�k

+
(
Ad 0
Ad 0

)
�k−�

+
(
I 0
I −Bf

)(
wk
vk

)
, (29)

whereĀ andAd belong to the following convex polyhedral
domains:

Ā= �Al + (1 − �)Au, 0���1,

Ad = 
Ad,l + (1 − 
)Ad,u, 0�
�1. (30)

The following properties are special cases of Theorems 1
and 3 inSubramanian and Sayed (2004b).

TheoremA.1(Asymptotic stability). Given a positive scalar
�<1, let the matrices{Af ,Bf , P > I,R > I } be chosen to
satisfy(22).Then the process{�k} in (29) is asymptotically
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stable in the absence of the noises{wk, vk} and for all un-
certainties in{c1(k), c2}.

Theorem A.2 (Exponential stability). The vector process
�k = [�k, �k−1, . . . , �k−�]T is exponentially stable in the
presence of measurement and process noises{wk, vk} for all
uncertainties in{c1(k), c2}. Specifically, there exists�>1
such that

E‖�k‖2<
1


min(�)

{
V (�0)

�k
+ U �

� − 1

(
1 − 1

�k+1

)}
,

(31)

where

U
�= �u Tr(P1 + P2)+ �v Tr(BT

f P2Bf ) (32)

and

�
�=



P

R
.. .

R


>I . (33)

Appendix B. Robust performance

We now verify that the proposed algorithm (21)–(26) en-
sures a robust performance level of	2, as in (19). Define

ok
�=
(
wk
vk

)
(34)

and let

V (�k)= �T
k X�k +

k−1∑
i=k−�

�T
i Y�i (35)

for someX>0 andY >0 to be determined in order to satisfy
the inequality

EV (�k+1)− EV (�k)− 	2E

× (‖wk‖2 + ‖vk‖2)+ Ez̃Tk z̃k <0, (36)

where z̃k = Ľ�k = �̄(k) − �̄′(k). We will show that, for a
givenAf andBf , if X andY are determined such that the
above inequality is satisfied, then (19) is guaranteed. Indeed,
if we sum inequality (36) overk, and if we use the fact
that the system is asymptotically stable (which is shown
subsequently), we would get

E

{ ∞∑
k=0

|�̄(k)− �̄′(k)|2
}

<EV (�0)+ 	2E

{ ∞∑
k=0

‖wk‖2 + ‖vk‖2

}
(37)

as desired. Now assume a control structure of the form (26),
i.e.,

x̂k+1 = Af x̂k + Bf yk + uk, uk = −Kcx̂k (38)

for some given{Af ,Bf } and unknownKc. Combining this
equation with (12), i.e.,

xk+1 = (Ak + �Ak)xk + Adxk−� + uk + wk,
we can see that�k satisfies the state-space model:

�k+1 = (Ǎ+ �Ǎk)�k + Ād�k−� + B̌ok, (39)

where

Ǎ=
(

Ā−Kc Kc
Ā− Af − BfC Af

)
, Ād =

(
Ad 0
Ad 0

)
,

B̌ =
(
I 0
I −Bf

)
, (40)

with

�Ǎk =
(
g

g

)
�(k)(D 0) (41)

and whereĀ andAd take values in the convex polyhedral
domains (30) anďA andĀd belong to the following convex
polyhedral domains:

Ǎ= �Ǎl + (1 − �)Ǎu,

Ād = 
Ād,l + (1 − 
)Ād,u. (42)

Using (39) and expanding (36) gives

E{�T
k Ǎ

TXǍ�k − �T
k X�k + �2

��
T
k D̄

TḠTXḠD̄�k
+ �T

k Ǎ
TXB̌ok + oT

k B̌
TXǍ�k + �T

k Y�k

+ �T
k Ǎ

TXĀd�k−� + �T
k−�Ād

T
XǍ�k

+ �T
k−�Ād

T
XĀd�k−� − �T

k−�Y�k−�

+ �T
k−�Ād

T
XB̌ok + oT

k B̌
TXĀd�k−�

− 	2oT
k ok + oT

k B̌
TXB̌ok + �T

k Ľ
TĽ�k}<0. (43)

With Ǎ and Ād taking values in the convex domains (42),
condition (43) is satisfied if we require
 Ȟm −ǍT

mXĀd,m −ǍT
mXB̌

−ĀT
d,mXǍm Y − ĀT

d,mXĀd,m −ĀT
d,mXB̌

−B̌TXǍm −B̌TXĀd,m 	2I − B̌TXB̌


>0

(44)

form=l, u and for someKc, 	2,X>0 andY >0, as desired.
Inequality (44) also implies that the system is asymptotically
stable. To see this, first note from (20) thatE‖wk‖2 → 0
andE‖vk‖2 → 0. Assuming zero mean noises, it follows
thatwk → 0 andvk → 0 w.p.1. Therefore, it is sufficient
for our purposes to show that�k is asymptotically stable in
the absence of noise. Thus letok = 0 and observe that

E[V (�k+1)|�k, . . . ,�0] − V (�k)
= −(�T

k �T
k−� )

(
H̃ −ǍTXĀd

−ĀT
dXǍ Y − ĀT

dXĀd

)

×
(

�k
�k−�

)
, (45)
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where

H̃ =X − Y − ǍTXǍ− �2
�D̄

TḠTXḠD̄.

The centre matrix in (45) is positive definite whenever (44)
holds. Therefore, condition (44) guarantees

E[V (�k+1)|�k, . . . ,�0] − V (�k)<0, (46)

which in turn implies asymptotic stability of the process�k
(Subramanian & Sayed, 2004b; Kushner, 1967).

Appendix C. Optimization

We now show how to determineKc, X and the smallest
	2 in step 2 of the robust algorithm in order to guarantee
(44). We shall restrictX to a block diagonal structure as

X =
(
X1 0
0 X2

)
, X1>0, X2>0 (47)

and define

Q=KcX2, Y =
(
Y1 Y3
Y T

3 Y2

)
. (48)

Now, through a Schur complementation argument, condition
(37) is satisfied if, for any givenAf andBf , there exist pos-
itive definite matrices{X1, X2} and a matrixQ that satisfy


Ŝ −Y3 0 0 0 0 ATX1 +QT Ĵ LT

−Y T
3 X2 − Y2 0 0 0 0 QT AT

f X2 0

0 0 S′ Y3 0 0 AT
dX1 AT

dX2 0
0 0 Y T

3 Y2 0 0 0 0 0
0 0 0 0 �2I 0 BT

1X1 BT
1X2 0

0 0 0 0 0 �2I 0 −BT
f X2 0

X1A+Q Q X1Ad 0 X1B1 0 X1 0 0
Ĵ T XT

2Af X2Ad 0 X2B1 −XT
2Bf 0 X2 0

L 0 0 0 0 0 0 0 I



>0, (49)

where

Ŝ
�=X1 − �2

�gD
T(X1 +X2)Dg − Y1,

Ĵ
�= −CTBT

f X2 − AT
f X1 + ATX2

and

S′ �=Y1 − AT
d (X1 +X2)Ad . (50)

Finding the{X1, X2, Y1, Y2, Y3,Q} that solve the above in-
equality for the smallest	2 is a convex optimization prob-
lem. Once{X2,Q} have been determined,Kc is obtained
from Kc =QX−1

2 .
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