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Abstract—In this paper, we propose a robust filtering approach
to distributed power allocation. A robust filter is used to predict
the channel gain and interference under incomplete knowledge of
the shadowing coefficient. Simulation results show the superior
performance of the robust solution in comparison to a traditional
Kalman-filter-based solution in terms of blocking probability.
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1. INTRODUCTION

The evolution of mebile wireless communications has trig-
gered the interest in finding efficient power control algorithms.
Many schemes have been investigated in the literature. Some
initial distributed power control strategies that balance the
signal-to-interference ratios were given in [11-(5]. Later ap-
proaches [6], [7} incorporated QoS requirements. A Kalman
filtering approach was given in {8] using the model introduced
in [91. This approach considers admission control as the central
QoS issue. The basic assumption, however, is that the chan-
nel dynamics is accurately known, which in turns requires an
accurate knowledge of the shadowing coefficient. Yet, even a
good estimation algorithm for the shadowing coefficient will
generally be prone to errors. We address this issue in this paper
by considering a M/M/m/m queucing model for each cell and
estimating the channel and the interference gains through & ro-
bust filtering algorithm. The robust filter will be used to combat
the channel shadow fading uncertainty and to track the channel
gain and users’ interference in each BS.

The organization of the paper is as follows. In the next sec-
tion we introduce the system model. In Sec. Ifl, we derive
certain interference statistics that can be used to initialize the
robust filter given in Sec. V. In Sec. IV, we propose a power
control scheme and in Sec. V we derive a robust power control
algorithm. Sec. VI gives simulation results.

II. SYSTEM MODEL

Consider a cellular network with a limited number of users in
each cell. The queving model adopted for each cell is the Erlang
M/M/m/m model. The users connect to the Base Station (BS)
using the TDMA/FDMA multiple access scheme. The Signal-
to-Interference-plus-Noise-Ratio (SIR) for user ¢ on an uplink
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where G; is the channel gain from the jth user to the intended
BS of the ith user, p; is the transmitting power from the ith
user, ij; > 0 is the thermal noise power at the receiver of the BS
that user ¢ is connected to, and A is the set of all users that are
interfering with user ¢ from other cells (say Ny of them). We
use the mode! proposed in [9] for the channel gain from the ith
user to its BS. In this model, Gi; has a lognormal distribution,
ie.,

Gyi = Sod;;P10°/1° 03

where Sp is a function of the carrier frequency, 3 is the path
loss exponent (PLE), and d;; is the distance of the Mobile Sta- -
tion (MS) from the BS. The value of 8 depends on the physical
environment and changes between 2 and & (usually 4), white,
@ is a zero mean Gaussian random variable with variance o2,
which usually ranges between 6 and 12. Based on thess statis-
tics, the probability density function {pdf) of G,;, conditioned
on knowledge of d;; takes the form

1 ~ =2
v = ——¢ o’
fc’u(g) G”g\/ﬁ 2
where p = In(Se) — Bin{dy) and o/ = FH 10, This
expresion shows that G; has a lognormal distribution with

(=119/1032 _
meane — * Spdy”.

We shall neglect the effect of fast fading and assume that the
power update algorithm has a targe time period. The correjation
between the logarithm of the channel power gains at two time
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instant separated by k samples is given by

agam where a = 0 3)

Rg (k) =
with o2 ranging between 3 and 10 dB, and where v is the mobile
station velocity, and T is the time period for channel probing.
Moreover, D) is the distance at which the normalized correla-
tion reaches the value 1—10. We now proceed to derive some in-
terference statistics that will be used for the initialization of the
proposed power control algorithm,

II1. CHANNEL GAINS AND INTERFERENCE STATISTICS

For simplicity, we assume a uniform distribution of MS’s in-
side a circle of radius R, i.e.,

fadr) = 1/(08R) 0IR<r<R
E(Gulds) = Shdi®
s0 that
R
B(C) = f B(Galdis = ) fu, (r)dr
1R

SpR-F(1 — (0.1)17)
050 5)

where fg,. (r) is the probability density function of the distance
of a mobile station from its base station, and

(= in10/10)2
=€ z SD
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We also consider a uniform distribution for d;;, the distance
from the jth interfering MS to the base station of user 4, in the
range of R to 5K, and assume that mobile stations farther than
5R do not interfere. Then

fa,(r) = 1/4R, R<r<bR
E(Gijldi;) = Spd
50 that
5R
E(Gy) = B(Gsjldi; = 1) fa;, (r)dr

SLR-A(51-F 1)
41-5)

We can now derive the expected value of the interference at
any given time instant. First, we make the following assump-
tions:

« The transmitted power of user 7 is independent of the

channel gain of user 7 to its BS.

+ The sum of the averages of all user powers is a constant

depending only on the number of users.

« The location of a mobile station follows a time-invariant

probability density function.
The interference for user ¢ is given by,

I = Z Gips + %
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@

The conditional mean of f; given that a total of Ny users cause
interference is given by

B(LIN) = 3 Gypi+m (5)
JEA
= Z E z_] P;) -+ 1 (6)
JEA
S,R-B(5AH1 1) _
= Z ——————p;+m (7
5 A-p)
SyR-P(5-A+ —1
= 0 4(1_ )ij+m (8}
JEA

where p = E(p;). Now, from the assumptions, we have that

dom=

JEA

NP 9
where 7 is a measure for the average amount of power per user
in the system, It follows that

SyR-B(5=8+1 — 1)

41 -5)

For the Erlang model for each cell, we assume that there is a
finite number of servers or free slots. The mean time between
two call arrivals is % and the mean time between two departures
is & If we suppose that the FDMA/TDMA multiple access
scheme has ny frequency slots and n; time slots in each celf,
we then have n, = n; X n; users that can be served in each
cell. Therefore, in steady state, the probability of having N in-
terfering users for a particular user ¢ can be obtained as follows.
The interference for a particular user < is caused by other users
in the same frequency and time slot from other cells. Let P(k)
be the probability of having k active users in a cell different

from that of user 1,
t\ k
ik;l

)‘f“)v ’

E(LiND) = NP+ (10)

P(k) = <k<mn,

ko

The probability of having one of these users in the same slot as

user i is
ny—=1
k-1) K

() ™

The unconditional probability of having a user interfering with
user £ is therefore

Qk) =

zZ = Y PkQK)
k=1
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Now the probability of having m interfering users with user 4
over all cells is

P(Ny=m) = @ﬂwﬂ-me
"
where N, + 1 is the total number of BSs. The average number

of users that generate interference is then given by the mean of
a binomial distribution

oo 7o (20 1S
( I} = ivs = o, Zn"‘ ACV’)"
Hence,
E(I,) = E(L|N))
SRR-P(5=AFL 1)
E( A(1-5) MP)+W
B SLRA(5A+L 1y _ 7
B 5%12—6(5-ﬁ+1471)j3 AN,
a 4(1 - 3) un,
WMV

X 1-— Z ‘;.\ ” + i

The knowledge of E(G;) and E(I;) will help us speed the con-
vergence of the power control algorithm.

IV, POWER CONTROL STRATEGY

Every new user has to satisfy an SIR threshold condition in
order to be continuously served by the system. For every user
¢, we should have

Ty >

where 7y; is the necessary SIR for user ? to be abie to use an
idle channel. After the initial channel assignment, whenever
the SIR drops below «y,in, the algorithm tries to find a new idle
channel with SIR more than -ymi, or the call drops otherwise.
As in {10], we can describe the feasibility condmon in terms of
a set of equations as

P2T(Z-Dp+u

where
p [p:] (N x 1vector)
7z = [zij] and Z” = g:i
T = diag(y,-- )
- [u]= |
= ful= [Gii]
I = N x N identity matrix

where N is the number of users in the system. Now if we as-
sume we know the channel power gains {G;;} and the noise
powers {7;}, then the minimum feasible power is

=(I-T(Z-1)'u
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The {f;} can be estimated recursively in a decentralized algo-
rithm format as follows {10]:

Yi

-1 [in—1)

piln) = Z=Lin = 1) = pi(n (n
i

In dB scale, {11) can be written as (the subscript d means dB
scale values):

Pid(n} = pia(n — 1} -+ via — Twa(n — 1)

[t can be shown that under constant channel gains, this algo-
rithm converges.

V. STATE $PACE MODEL AND ROBUST FILTERING

Usually, the gains {G;;} are not known accurately. We now
describe a procedure to determine the {p;} under incomplete
knowledge of the channel gains. A first-order Markov random
mode! for the channel gains that results from (3) is as follows
(sec, e.g., [B]):

éiid(n) + 8Gsa(n)
adGizq(n — 1) + v, (n)

(12)
(13)

i

Giia(n)
5Gi,-d(n)

where ve, (n) is white zero-mean Gaussian noise, o = 10737,
G:a(n) is the channel gain from the ith MS to its BS in dB
scale, and G, is the bias value. We can use a similar first-
order Markov meodel for the interference:

Fig(n) La(n) + 814(n)
6I:q(n) adlig(n — 1) + vy, (n)

(14)
(15

where vy, (n} is white zero-mean Gaussian noise. From (12)—
{15) we get

Il

aGuafn — 1)+ {1 - a)Gia(n) + ug,{n)
alig{n — 1) + (1 — a)fia + vr,(n)
or, equivalently,

(G‘d(n)) (a l—a) (Gd(n—l)) + (vcd("))
Galn) o1 Galn~1) v, (n)
with measurement equation

(1 o) ((f"‘(n)) +veg,(n)

Ga(n)

Giialn)
fia(n)

I

ya(n)
where vgg, (1) is zero-mean white noise. Simitarly, for the

interference, we have
() - 7))+ o)
Ii(n) 0 1 Ly(n—1) Try(n)
w) = G o) (0] oo
La{n)
where v, (n) is zero-mean white Gaussian noise. Moreover

B, (n) and ¥5, (n) are independent of each other and of v; 7, (n)
and vz, {n). The value a is usually not accurately known.
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Hence, we shall use a robust filter that estimates the channel

gains and the interference without complete knowledge of a.
G.e("*l)) o ({un—n) and

Gu(n-1) Ty{n—-1)

let y(n) denote ye{n) or yy(n}, respectively, Then consider an

n—dimensional state-space model of the form:

Let x,, denote either the vector (

Az, + Bu,
Czy +uln), k=20

(16)
un

where {u,,v(n)} are uncorrelated white zero-mean random
processes with unknown but bounded variances. say

Tpyl =
y{n)

i

Bunuy, <ol Eu(nju(n)* < p,

for some {p,, py }- The initial condition g is also a zero-mean
random variable that is uncorrelated with {w,,, v{n)} for all n.
The state matrix A and the output matrix C' are unknown but
are assumed to lie inside a convex bounded polyhedral domain
K described by p vertices as follows:

i=p

i=p
K= {(A:C)=ZOH(A1',C£), a; >0, Zﬂi=1}
i=1 =1

. {18)
The vertices A;,¢ = 1,..,p, are assumed to be bounded, say
14:]] < 8.
A robust linear filter for estimating =, has the form
ZTnpr = Apn + Byyn, n 20 (19

for some matrices Ay and By. One way to determine {Af, Br}
is as follows [13]. Start with a value v > 1 thatiscloseto 1.
i. Solve the following convex optimization problem over
the variables { Py, P, Q1,Q2, W}:

min (Te(BT(P, + P2)B + W)ﬁ 20)

subject to the conditions

(n,;lpl 0 ATP, j\
0 w'PR . 0
> 0
PA 0 P 0
JT QT 0 B

W Q
(Q%‘ Pﬁ)”

with 1. > v, 72 > v and where
J=-CTQy - + A"Ry

with P > [ and P, > [ for all {A,C} taking values in
[Al.....,Ap] and [Cl......‘Cp}.

2. Compute the resulting cost of (20) and compare it with
the previous cost.

3. If the new cost is less than the previous cost increment «
by 8+ (say .01) and go to step 1, otherwise go to step 4.

4. The filter parameters are given by

A = (@Y, By = (@PHT @2
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Fig. 2. Blocking Probability for a TDMA/FDMA system with a grid of 3 x 3
Bs's.

VI. SIMULATION RESULTS

In the simulation environment, we use a TDMA/FDMA mul-
tiuser scheme similar to that in [11]. We consider 9 cells in a
3 x 3 grid with 2 carrier frequency and 8 time slots in each cell
so that each cell has the capacity for 16 users. Base stations
are located at the center of each cell and the distance between
two base stations is 800 meters. The AR(1) coefficient a is
a function of velocity update time and shadowing correlation
distance. In our simulations, a varies between 0.74 when the
mobile has a maximum speed and 1 when it does not move.
The maximum signal-to-noise ratio for each mobile station is
35 dB when the MS is at the corner of the BS and there is no
other user in the system. In this case the distance between the
MS and BS is about 400+/2. Users arrive at the systern with a
poison disiribution with arrival tate of A and the service time or
holding time for each user is an exponential distribution with
average holding time of L. We consider a traffic load between
5.5 and 11 Erlang per ceﬁ, where the ratio of arrival rate to av-

erage service time (ﬁ) denotes the traffic in Erlang per cell.

The velocity of each user admitted into the system is uniformly
distributed ranging between 0 and 85 Kmv/h and the direction
is also a uniformly distributed random variable between 0 and
2m. But once the velocity and direction are determined initially,
they are kept constant during the user’s service time. New users
need to have 12 dB SIR to get admission into the system. The
system tries to keep the SIR close to 10 dB. Whenever the SIR
drops below 10 dB the system tries to find a better channel with
SIR superior to 10 dB. If the SIR falls below 8 dB the system
waits for 5 seconds to see if a new FDMA/TDMA channel is
available before the call is dropped. Fig. | compares the block-
ing probability of the proposed method against Kalman filtering
and Fig. 2 and 3 show power statistics for the proposed method
is closer to an optimal solution than Kalman filtering. The ini-
tial estimates of the channel gains and interference are set to the
theoretical values derived in section IIL.
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Fig. 3. Average power of mobile statjons.

VII. CONCLUSION

In this paper, we proposed a robust predictive dynamic chan-
nel and power allocation scheme. A system level simulation
environment shows the superior performance of the robust so-
lution.

Parameter | Value description
SNERy.x | 35dB At the corner of cell
inax I when v — 0 kmv/h
Amin 0.74 when v = 85 kmvh
) variance of the Gaussian part
o? i 8dB of lognormal distribution
variance of the Markov model
Y 4dB white noise for Channel gain
variance of the Markov model
o?, 4 dB white noise for interference
variance of the measurement
hoa 7dB error for channel gain
variance of the measurement
oﬁ- d 7 dB error for interference
: shadowing correlation distance
D 20m '
SIR threshold for new user
Vnew 12dB to enter to the system
SIR threshold for user to
Yd 10 dB not reassign the channel
Ydrop 3 dB SIR threshold for user to drop
D, 800 m | distance between base stations
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