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ABSTRACT
The focus of this paper is on multitask learning over adaptive networks where different clusters of nodes have different objectives. We propose an adaptive regularized diffusion strategy using Gaussian kernel regularization to enable the agents to learn about the objectives of their neighbors and to ignore misleading information. In this way, the nodes will be able to meet their objectives more accurately and improve the performance of the network. Simulation results are provided to illustrate the performance of the proposed adaptive regularization procedure in comparison with other implementations.

Index Terms— Distributed optimization, adaptive combination and regularization, diffusion LMS.

1. INTRODUCTION
Distributed optimization and learning over networks is an attractive research area with several applications from signal processing and optimization to modeling of biological and social networks [1–4]. Several strategies have been proposed in the literature for distributed processing over networks such as incremental strategies [5], consensus strategies [6, 7] and diffusion strategies [1, 2, 8]. It has been shown that among these strategies, the diffusion algorithm is robust, scalable, and capable of real-time adaptation and learning. Diffusion strategies also have superior performance and stability compared to consensus methods [1, 2, 9]. We therefore focus on the implementation of diffusion strategies in this article. In particular, we examine networks where different clusters of agents may be interested in different objectives [10–15]. In this case, it is important to develop algorithms that enable the agents to continuously learn which of their neighbors belong to the same cluster and which ones are from different clusters.

References [13, 15] study the important case of two objectives where agents receive data from one of two possible models. Reference [16] considers multiple clusters under the assumption that the objectives of adjacent clusters are related to each other and that agents are aware of their clusters. There are also variations of multi-task networks where agents deal with the estimation of different types of parameters [17]; one of the parameters is common to all agents and the second parameter can vary across agents.

In this paper we consider a multitask network consisting of several connected clusters with different objectives. We do not assume that the agents have access to any prior clustering information. In particular, the agents do not know which clusters they belong to. They also do not know the clusters of their neighbors. Moreover, we do not assume prior knowledge about how the objectives of the clusters are related to each other. Therefore, the proposed method is able to handle situations where there are different objectives in the network without interference among the clusters. For this purpose, we propose a multitask learning method that employs Gaussian kernel regularization. In this method, both the combination weights and the regularization coefficients are learned adaptively and continuously. In this way, the agents are able to cooperate only with neighbors that share the same objective.

2. MODELING OF MULTITASK NETWORKS
In this paper, we use plain letters to denote scalars, boldface lowercase letters to denote vectors, and boldface uppercase letters to denote matrices. Furthermore, \( N_k \) represents neighbors of node \( k \), including \( k \).

2.1. Network model
We adopt a multitask problem formulation similar to the one studied in [11, 16] with some variation in the cost formulation, as explained further ahead. We consider a connected network consisting of \( N \) nodes. Each node \( k \) wants to estimate an \( M \times 1 \) unknown vector \( \omega_k \) from collected measurements. Each node \( k \) has access to a scalar measurement \( d_k(i) \) and an \( M \times 1 \) regression vector \( x_k(i) \) at every time instant \( i \geq 0 \). The data at each node is assumed to be related to the unknown
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parameter vector $\omega_k$ via a linear regression model:

$$d_k(i) = x_k^T(i)\omega_k + n_k(i),$$ (1)

where $n_k(i)$ is the measurement noise at node $k$ and time instant $i$.

We assume that the network consists of $Q$ different clusters and we write $C_q$ to represent the set of nodes in cluster $q$. Each cluster is a collection of nodes that are interested in the same parameter vector:

$$\omega_k = \omega_q, \text{ for all } k \in C_q.$$ (2)

Nodes of different clusters can be connected to each other but nodes do not have prior information about the clusters that their neighbors belong to. This means that during the initial stages of adaptation, nodes do not know whether their neighbors are following the same objective as them. An example of such a network is shown in Figure 1. In this network, the total number of agents is $N = 15$ and there are $Q = 3$ clusters. The solid lines represent links between nodes of the same cluster while the dashed lines represent connections between nodes in different clusters. In general, processing data from neighbors without considering their clusters can lead to adverse performance. In the next section we formulate an optimization problem for such a network and propose an adaptive method to solve this problem.

3. PROBLEM FORMULATION

In order to solve the estimation problem over the multitask network, we assign a local cost function, $J_k(\omega_{C(k)})$, to each node $k$ where $C(k)$ represents the cluster that node $k$ belongs to:

$$J_k(\omega_{C(k)}) = \mathbb{E}\{|d_k(i) - x_k^T(i)\omega_{C(k)}|^2\}.$$ (3)

The nodes that belong to the same cluster have a mutual interest in estimating the same parameter vector. Therefore, in order to encourage this type of cooperation, we can use an appropriate regularization to promote similarities among agents with similar objectives. There are several possible regularization terms that can be used for this particular purpose. Here, following [11, 16], we consider the squared Euclidean distance as a similarity regularizer:

$$\Delta(\omega_{C(k)} - \omega_{C(\ell)}) = ||\omega_{C(k)} - \omega_{C(\ell)}||^2,$$ (4)

where $||\omega_{C(k)} - \omega_{C(\ell)}||$ is the Euclidean distance between the parameter vectors for nodes $\ell$ and $k$. Combining equations (3) and (4) results in the regularized global cost function:

$$J_{\text{glob}}(\omega_{C(1)}, \ldots, \omega_{C(Q)}) = \sum_{k=1}^{N} \mathbb{E}\{|d_k(i) - x_k^T(i)\omega_{C(k)}|^2\} + \beta \sum_{k=1}^{N} \sum_{\ell \in N_k} \gamma_{\ell k} ||\omega_{C(k)} - \omega_{C(\ell)}||^2,$$ (5)

where $\beta \geq 0$ is a strength parameter. Moreover, the weights $\gamma_{\ell k} \geq 0$ adjust the role of the regularization term between the two nodes $k$ and $\ell$ and they satisfy the conditions:

$$\sum_{\ell=1}^{N} \gamma_{\ell k} = 1, \text{ and } \gamma_{\ell k} = 0 \text{ if } \ell \notin N_k$$ (6)

It is important to note that similar to the case studied in [16], the role of adding the second term on the right hand side of (5) is to promote similarity among nodes with similar objectives. However, unlike [16], here the nodes have no prior information about the objectives of their neighbors. Therefore, the internal summation in this term is over all the neighbors of node $k$. Consequently, the regularization weights $\gamma_{\ell k}$ must be adjusted such that they allocate more weight to neighbors with similar objectives while giving less weight to the neighbors from different clusters.

In the following section, we propose an adaptive diffusion strategy that enables agents to learn the regularization coefficients, as well as the combination weights, in such a way that they end up assigning relatively larger weights to the neighbors with similar objectives.

4. DIFFUSION ADAPTATION STRATEGY

Without loss of generality, we employ the adapt-then-combine (ATC) diffusion algorithm to solve the optimization problem in equation (5) due to its superior performance even in comparison to consensus strategies [1]. The result of applying
ATC to equation (5) leads to the following distributed strategy:

\[
\psi_k(i) = \omega_k(i - 1) + \mu_k x_k(i)[d_k(i) - x_k^T(i)\omega_k(i - 1)] + \mu_k \beta \sum_{\ell \in \mathcal{N}_k} \gamma_{\ell k}(i) (\omega_k(i - 1) - \omega_k(i - 1)),
\]

\[
\omega_k(i) = \sum_{\ell \in \mathcal{N}_k} a_{\ell k}(i) \psi_{\ell}(i),
\]

where \(\mu_k > 0\) is the step-size parameter used by node \(k\), and the coefficients \(a_{\ell k}(i)\) are non-negative entries of an \(N \times N\) combination matrix \(A_i\) at time instant \(i\). It is important to note that since \(A_i\) has to be left-stochastic, we have:

\[
A_i^T \mathbf{1} = 1, \quad a_{\ell k}(i) = 0 \quad \text{if} \quad \ell \notin \mathcal{N}_k,
\]

where \(\mathbf{1}\) is an \(N \times 1\) vector with all entries equal to one. Observe in (7) that we are allowing the regularization coefficients \(\gamma_{\ell k}(i)\) to vary with time because they will be adapted as well.

### 4.1. Selection of Regularization Weights

As indicated previously, selection of the regularization coefficients \(\gamma_{\ell k}\) in equation (5) has a significant impact on the performance of the network. These coefficients must be estimated in an adaptive manner so that agents can be clustered more accurately. Now since the nodes do not have prior information about the clusters of their neighbors, the weights must be estimated in such a way that they allocate higher weight to neighbors sharing similar objectives. In other words, the regularization penalty term in equation (5) must be omitted when the objectives of nodes \(k\) and \(\ell\) are not similar. Therefore, the regularization weights \(\gamma_{\ell k}(i)\) must be inversely proportional to the distance between the objectives of two nodes, i.e., \(\|\omega_k^o - \omega_\ell^o\|^2\).

Among several possible adaptive regularization terms that have been used in the literature, we select \(\gamma_{\ell k}(i)\) proportional to \(\exp(-||\omega_k^o - \omega_\ell^o||^2/h)\) [18, 19]. It can be seen that this method is analogous to Gaussian kernel regularization with sufficient flexibility when \(h > 0\):

\[
\gamma_{\ell k}(i) = \frac{\exp(-||\omega_k^o - \omega_\ell^o||^2/h)}{\sum_{n \in \mathcal{N}_k} \exp(-||\omega_k^o - \omega_n^o||^2/h)}
\]

It is still not feasible to evaluate the regularization weights based on equation (10). This is because the nodes do not know the true objectives \(\omega_k^o\) and \(\omega_\ell^o\). Therefore, we replace these objectives by the best available estimates at each time instant and reformulate the weights as:

\[
\gamma_{\ell k}(i) \approx \frac{\exp(-||\omega_k(i-1) - \omega_\ell(i-1)||^2/h)}{\sum_{n \in \mathcal{N}_k} \exp(-||\omega_k(i-1) - \omega_n(i-1)||^2/h)}, \quad \ell \in \mathcal{N}_k
\]

\[
\text{otherwise}
\]

### Algorithm 1 Regularized ATC Diffusion LMS for clustered multitask networks with adaptive regularization weights.

**Require:** \(\omega_{k,0} = \psi_{k,0} = 0, \gamma_{\ell k}(0) = 0\) for all \(k\) for \(i \geq 1\) do

\[
\gamma_{\ell k}(i) \approx \begin{cases} 
\exp(-||\omega_k(i-1) - \omega_\ell(i-1)||^2/h), & \ell \in \mathcal{N}_k \\
0, & \text{otherwise}
\end{cases}
\]

\[
\psi_k(i) = \omega_k(i - 1) + \mu_k x_k(i)[d_k(i) - x_k^T(i)\omega_k(i - 1)] + \mu_k \beta \sum_{\ell \in \mathcal{N}_k} \gamma_{\ell k}(i) (\omega_k(i - 1) - \omega_k(i - 1))
\]

\[
a_{\ell k}(i) \approx \begin{cases} 
\frac{\|\omega_k(i-1) - \psi_{\ell}(i)\|^2}{\sum_{n \in \mathcal{N}_k} \|\omega_k(i-1) - \psi_n(i)\|^2}, & \ell \in \mathcal{N}_k \\
0, & \text{otherwise}
\end{cases}
\]

\[
\omega_k(i) = \sum_{\ell \in \mathcal{N}_k} a_{\ell k}(i) \psi_{\ell}(i)
\]

end for

### 4.2. Estimation of Combination Weights

In order to estimate the combination weights, we follow the same procedure developed in [11, 13] and introduce the instantaneous MSD of the network at time \(i\):

\[
\text{MSD}(i) \equiv \frac{1}{N} \sum_{k=1}^N \mathbb{E}[\|\bar{\omega}_k(i)\|^2]
\]

where \(\bar{\omega}_k(i) \equiv \omega_k^o(i) - \omega_k(i)\) is the error vector at node \(k\) at time instant \(i\). Then, the combination coefficients \(a_{\ell k}(i)\) can be obtained by solving the optimization problem:

\[
\min_{A_i} \text{MSD}(i)
\]

subject to (9). It was shown in [13] that the optimal solution can be approximated by:

\[
a_{\ell k}(i) \approx \frac{\|\omega_k(i-1) - \psi_{\ell}(i)\|^2}{\sum_{n \in \mathcal{N}_k} \|\omega_k(i-1) - \psi_n(i)\|^2}, \quad \ell \in \mathcal{N}_k
\]

One important conclusion derived from equation (14) is that the combination coefficient \(a_{\ell k}(i)\) is inversely proportional to the distance between the estimate of node \(k\) and the intermediate estimate \(\psi_{\ell}(i)\) of node \(\ell\). In other words, this combination approach enables the agents to continuously learn about the objective of their neighbors so that they can distinguish between useful and misleading information. This method helps the nodes of multitask networks to acquire an effective cooperative strategy. Estimating both combination and regularization weights in this manner results in an adaptive multitask diffusion algorithm, which helps the agents benefit from cooperation by ignoring misleading information.
5. SIMULATION RESULTS

We present a numerical example in order to illustrate the behavior of the proposed algorithm over a multitask network. In this example, we consider the network of 15 nodes, i.e., $N = 15$, shown in Figure 1. As can be seen in the figure, the network is divided into 3 clusters: $C_1 = \{1, 2, 3, 4, 5\}$, $C_2 = \{6, 7, 8, 9, 10, 11, 12\}$, and $C_3 = \{13, 14, 15\}$. The parameter vector for each cluster is two-dimensional and chosen as $\omega_{oC_1} = [0.5, -0.4]^T$, $\omega_{oC_2} = [-1, 3]^T$, and $\omega_{oC_3} = [5.19, 2.81]^T$. Moreover, the regression input signals $x_k(i)$ are $2 \times 1$ zero-mean Gaussian random vectors with covariance matrices $R_{x,k} = \sigma_{x,k}^2 I_M$ where $\sigma_{x,k}^2$ is shown in Figure 3. Additionally, the measurement noises $n_k(i)$ are zero-mean random variables with a Gaussian distribution and their variances $\sigma_{n,k}^2$ are also shown in Figure 3.

The regularization weights $\gamma_{k\ell}(i)$ and the combination weights $a_{k\ell}(i)$ are estimated using (11) and (14), respectively. The results of different strategies have been averaged over 100 Monte-Carlo runs for $\mu = 0.1$, as shown in Figure 2. The performance of the proposed method is compared to other learning methods: (a) the non-cooperative algorithm, where each node of the network attempts to estimate the required parameter vector without using any information from other nodes. In this case, a cluster can be assigned to each node and we set: $A_i = I_N$, $\beta = 0$; (b) the regularized multitask algorithm with uniform regularization weights, where the nodes employ a diffusion strategy with uniform regularization weights: $\gamma_{k\ell} = |N_k|^{-1}$; (c) the regularized multitask algorithm with uniform combination and regularization weights, where both the regularization weights $\gamma_{k\ell}(i)$ and combination weights $a_{k\ell}(i)$ are set equal to $|N_k|^{-1}$; (d) the regularized multitask algorithm with $\beta = 0$, where the nodes of the network solve the multitask problem cooperatively and with adaptive weights, but the regularization term is omitted.

Comparing the five learning strategies, we can see that the proposed regularized method with adaptive weights enables the nodes of the network to achieve superior performance. On the other hand, in cases where the regularization and combination weights are uniform and have not been estimated adaptively, the nodes are unable to distinguish misleading information from beneficial data. Therefore, most of the nodes are not successful in estimating their own objectives and their performance is even worse than the case where there is no cooperation. In fact, this result clearly reveals the challenge of cooperation in multitask networks since it shows that in the cases where the nodes allocate equal weights to all of their neighbors without considering their objectives, the performance of the network may be even worse than the case where the nodes do not cooperate at all. Finally, comparing the performance of the proposed method for two regularization factors of $\beta = 0$ and $\beta = 1$ shows that adding the regularization term can be beneficial.

6. CONCLUSION

In this paper, we have considered the multitask estimation problem where the nodes of the network have different objectives. We developed a regularized adaptive learning algorithm involving Gaussian kernels, which guides the nodes to learn the beneficial information and ignore the misleading data received over time.
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