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Abstract— Clock timing jitters refer to random perturbations in the

sampling time in analog-to-digital converters (ADCs). The perturbations

are caused by circuit imperfections in the sampling clock. This paper
analyzes the effect of sampling clock jitter on the acquired samples. The

paper proposes two methods to estimate the jitter for superheterodyne

receiver architectures and cognitive radio architectures at high sampling
rates. The paper also proposes a method to compensate for the jitter.

The methods are tested and validated via computer simulations and

theoretical analysis.

Index Terms— Clock jitter, analog-to-digital conversion (ADC), inter-
polation, compensation.

I. INTRODUCTION

An analog-to-digital converter (ADC) is a basic building block

of modern communication systems. Certain applications of modern

radios, such as cognitive radios and UWB radios [1], may require

ADCs operating at high sampling rates due to the use of wide

frequency bandwidths. At high rates, signal distortion is introduced

by clock jitters. The jitters cause the ADC to sample the input

signal along a non-uniform sampling grid and introduce distortion

that limits the signal fidelity and degrades the signal-to-noise ratio

(SNR) [2]. Different approaches have been proposed in the literature

to compensate for the effect of clock jitter. Some approaches [3],

[4], [5] interleave several ADCs in order to produce an effective

higher sampling rate. Since each ADC operates at a slower rate, the

clock used as its reference will have lower jitter; thereby reducing

the clock jitter effects. This technique, however, introduces other

problems such as mismatch in the delay of the clock fed into each

ADC, the gain of each ADC, and DC offset between the ADCs.

Other approaches [6] transform the signal into the wavelet domain

and use linear least-mean-squares estimation techniques to recover

the original signal. This approach assumes that the signal in the

wavelet domain has a small support, which simplifies the estimation

of the covariance matrix used in the estimation step to a diagonal

representation; this reduces the computational requirements of the

resulting de-noising algorithm. The de-noising algorithm achieves

close to 10dB SNR improvement in simulations over the original

jittered signal. This approach, however, is computationally intensive

to conduct in real time for a cognitive radio; especially at high

sampling rates. In this work, we first examine the effect of sampling

clock jitter on the SNR of the sampled signal. We then propose

methods to estimate the jitter for superheterodyne architectures and

UWB architectures. A compensation method based on the series

expansion of the signal is proposed and analyzed. The method

achieves close to 10 dB SNR improvement in simulations over the

original jittered signal assuming jitter RMS of 10% of the sampling

period.
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II. EFFECT OF CLOCK JITTER

The effect of sampling jitter on a signal can be studied by

modeling the sampling clock jitter as small random perturbations in

the sampling time. Thus, consider a zero-mean wide sense stationary

(WSS) mean-square continuous [7] random process, q(t), with auto-

correlation function Rq(τ ), and assume it is sampled with jitter e(t).
Then the sampled process, q̃(n), is described as:

q̃(n) , q(nTs + e(n)) (1)

where the notation f(n) denotes f(nTs) and Ts is the sampling pe-

riod. Assuming |e(n)| is sufficiently small. A Taylor series expansion

of q(t) around q (nTs) leads to the approximation:

q̃(n) ≈ q(n) + e(n)q̇(n) (2)

where

q̇(n) , q̇(t)|t→nTs

(3)

Using (2), the SNR after the sampling operation is given by

SNR =
E |q(n)|2

E |q̃(n)− q(n)|2
≈ E |q(n)|2

E |e(n)|2 E |q̇(n)|2
(4)

where e(n) and q(n) are assumed to be independent. For a mean

square continuous WSS process, q(t), it holds that [7]:

Rq̇(τ ) =− d2

dτ 2
Rq(τ ) (5)

and

Rq̇(0) , E |q̇(n)|2 = − d2

dτ 2
Rq(τ )

∣

∣

∣

∣

τ→0

(6)

so that (4) becomes

SNR ≈ σ2
q

−σ2
e · d2

dτ2Rq(τ )
∣

∣

∣

τ→0

(7)

in terms of the variances of e(n) and q(n). For illustration purposes,

consider a bandlimited signal q(t) with box-car power spectral

density (PSD):

Sq(f) =
σ2
q

2B
rect

(

f

2B

)

(8)

where

rect(a) =











1 |a| < 1
2

1
2

|a| = 1
2

0 otherwise

(9)

and 2B is the passband bandwidth of the signal in Hertz (Hz). Then

Rq(τ ) =

{

σ2
q
sin(2Bπτ)

2Bπτ
τ 6= 0

σ2
q τ = 0

(10)
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It follows that

− d2

dτ 2
Rq(τ )

∣

∣

∣

∣

τ→0

=
4

3
π
2
B

2
σ
2
q (11)

and the SNR expression (7) gives

SNR ≈ 3

4π2B2σ2
e

(12)

Throughout the remaining analysis, σ2
e is chosen as:

σ
2
e = (αTs)

2
(13)

for some fraction α of Ts. This model allows the variance of the

jitter to be defined in terms of the sampling period. For example, if

α = 0.1, this indicates that the RMS value of the jitter is 10% of

Ts. For α = 0.1 and B = 250MHz, expression (12) gives SNR ≈
20.85 dB.

III. ESTIMATION OF CLOCK JITTER

A. LOW FREQUENCY INJECTION METHOD

Let r(t) denote the signal received by a superheterodyne receiver.

Assume that a training signal w(t) can be injected into the lower

range of the frequency spectrum immediately preceding the ADC –

see Figure 1(a). Then the signal entering the ADC is

q(t) = r(t) + w(t)

When |e(n)| is sufficiently small, the signal w(nTs + e(n)) can be

approximated using the first-order Taylor expansion:

w(nTs + e(n)) ≈ w(n) + e(n)ẇ(n) (14)

where, as before,

ẇ(n) = ẇ(t)|
t=nTs

(15)

A convenient choice for w(t) is a low frequency tone, which can be

generated reliably by analog circuitry. Thus, let

w(t) = cos(2πfwt+ θw) (16)

With this choice, the jittered samples become

q̃(n) ≈ r (nTs + e(n)) + cos (2πfw(nTs) + θw) (17)

−2πfwe(n) sin (2πfwnTs + θw) (18)

Clock recovery methods such as the digital phase locked loop [8]

and adaptive filters [9] can be used to recover θw. Multiplying q̃(n)
by sin(2πfwnTs + θ̂w) and applying a low-pass filter yields:

LPF
{

q̃(n) sin(2πfwnTs + θ̂w)
}

≈− πfwe(n) cos
(

θw − θ̂w

)

− 1

2
sin

(

θw − θ̂w

)

(19)

This suggests one method to recover e(n) when θw ≈ θ̂w, namely,

e(n) ≈
LPF

{

q̃(n) sin(2πfwnTs + θ̂w)
}

−πfw
(20)
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Fig. 1. (a) Spectrum of tone injection in superheterodyne receivers. (b)
Spectrum of tone injection at a higher frequency band. (c) Proposed tone
injection method.

B. HIGH FREQUENCY INJECTION METHOD

In some applications, such as in cognitive radio sensing, training

signal injection in the low frequency band as illustrated in Figure

1a is not possible due to the signal being wideband with frequency

components at baseband. In these cases, the training signal must be

injected in the high frequency band. However, this is not practical

from the analog circuitry standpoint since generating a jitterless high

frequency tone is difficult and the result is shown in Figure 1b.

For these cases, we instead propose an architecture where the low

frequency training signal, w(t), is modulated with a possibly jittered

high frequency tone y(t) as in Figure 1c — see also Figure 2.

To illustrate how the jitter of the high frequency tone can be

eliminated, let the jittered oscillator, y(t), be modeled as:

y(t) = cos (2πfy(t+ τ (t)) + θy) (21)

where τ (t) is the high frequency oscillator jitter. Then

x(t) = w(t)y(t)

≈ w(t) [cos(2πfyt+ θy)− 2πfyτ (t) sin(2πfyt+ θy)]

Multiplying x(t) with an in-phase cosine yields:

x(t) cos(2πfyt+ θy) =
1

2
w(t) [1 + cos (4πfyt+ 2θy)−

2πfyτ (t) sin(4πfyt+ 2θy)]
(22)

and it is clear that a low-pass filter applied to x(t) cos(2πfyt+ θy)
would eliminate the term that is dependent on the jitter τ (t).
Now, let q(t) denote again the signal fed to the ADC with the injected

training signal w(t)y(t) so that

q(t) = r(t) + w(t)y(t) (23)

The sampled process with jitter e(t) becomes

q̃(n) = r (nTs + e(n)) +

w (nTs + e(n)) y (nTs + e(n))

≈ r (nTs + e(n)) +

w (nTs + e(n)) cos (2πfynTs + θy)−
2πfy (τ (n) + e(n))w (nTs + e(n))×
sin (2πfynTs + θy)
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Fig. 2. Proposed architecture for jitter compensation using high frequency training signal injection.

Multiplying q̃(n) by 2 cos
(

2πfynTs + θ̂y

)

and filtering using a

low-pass filter yields:

LPF
{

2q̃(n) cos
(

2πfynTs + θ̂y

)}

≈ w (nTs + e(n)) cos
(

θy − θ̂y

)

−

2πfy (τ (n) + e(n))w (nTs + e(n)) sin
(

θy − θ̂y

) (24)

Thus, provided θ̂y ≈ θy, it is possible to recover the training signal

as:

h(n) , w (nTs + e(n)) (25)

≈ LPF
{

2q̃(n) cos
(

2πfynTs + θ̂y

)}

(26)

Subsequently, the jitter e(n) can be removed from w(nTs + e(n))
using a method similar to (20), i.e,

e(n) ≈
LPF

{

h(n) sin(2πfwnTs + θ̂w)
}

−πfw
(27)

IV. COMPENSATION OF CLOCK JITTER

Once the jitter, e(n), has been estimated, it is still necessary to

re-interpolate the jittered samples r̃(n) to recover r(n). First, r̃(n)
is recovered from q̃(n) via a low-pass filter with L0 taps:

r̃(n) , r(nTs + e(n)) ≈ LPF {q̃(n)} (28)

The recovery can be approximated via a Taylor expansion on r(n):

r(n) = r (nTs + e(nTs)− e(nTs))

≈ r̃(n)− e(n)ṙ(nTs + e(nTs))
(29)

where ṙ(nTs + e(nTs)) = ṙ(t)|
t=nTs+e(nTs)

. The approximation

above can be extended to include higher-order derivatives to improve

the accuracy of the compensation step. The derivative of r(t) is not

available after sampling. However, consider the derivative of r̃(t) ,
r(t+ e(t)):

dr̃(t)

dt
=

dr(t+ e(t))

dt
= ṙ(t+ e(t)) (1 + ė(t)) (30)

where

ṙ(t+ e(t)) ,
dr(x)

dx

∣

∣

∣

∣

x=t+e(t)

(31)

If e(t) is assumed to be small and slowly varying (in comparison to

the sampling frequency), it is possible to ignore the term ė(t) and

write

ṙ(nTs + e(n)) ≈ dr̃(t)

dt

∣

∣

∣

∣

t=nTs

(32)

and the derivative can be approximated using a discrete filter [10].

The architecture for the high frequency training signal injection jitter

estimation method and a single derivative reconstruction is illustrated

in Figure 2.

V. COMPENSATION ANALYSIS

As discussed in the previous section, it is possible to include

higher-order derivatives in the compensation block (which leads to

a higher-order Taylor series expansion) in order to improve the

compensation performance. A natural question that arises is what

the SNR improvement will be when N derivatives are used. Assume

perfect derivatives and slowly varying and small Gaussian distributed

jitter e(n) with zero mean and variance σ2
e . Assume further a mean-

square continuous WSS process r(t) with autocorrelation function

defined by (10) sampled with e(n). It can be shown that the SNR of

r̂(n) ≈ r̃(n) +
N
∑

k=1

(−e(n))k

k!

dk

dtk
r̃(t)

∣

∣

∣

∣

∣

t=nTs

(33)

where r(n) is recovered from r̃(n) using N derivatives can be

approximated by

E |r(n)|2

E |r(n)− r̂(n)|2
≈ (2σ2

e)
N+1Γ

(

N + 3
2

)

((N + 1)!)2
√
π

(π2B)2N+2

2N + 3
(34)

where Γ(z) ,
∞
∫

0

tz−1e−tdt and B is the bandwidth of r(n) in Hertz.

Figure 3 illustrates this relationship for B = 250MHz and Ts = 1ns
and perfect knowledge of e(n).
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VI. COMPLEXITY ANALYSIS

Dejittering as described is a two step process: 1) jitter estimation

and 2) jitter compensation. The FLOP count for the high frequency

signal injection jitter estimation algorithm is 2(L1 +L2) FLOPs per

sample. In addition, the compensation algorithm with N derivative
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TABLE I

FILTER TAPS USED FOR THE FIRST AND SECOND ORDER DERIVATIVE FILTERS IN SIMULATION (×10−3)

Tap (n− k) -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7

1st Derivative 2 −5 −4 18 13 −193 808 0 −808 193 −13 −18 4 5 −2
2nd Derivative 41 −56 80 −125 222 −500 2000 0 2000 −500 222 −125 80 −56 41
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Fig. 4. SNR of communication signal vs. α

filters of Dn taps each requires 2L0−1+2N+
N
∑

n=2

n+
N
∑

n=1

(2Dn − 1)

FLOPS per sample where L0 is the number of taps in the low-pass

filter which extracts r̃(n) from q̃(n). Thus, the total number of FLOPs

per sample for jitter estimation and compensation is

2 (L0 + L1 + L2) + 2N − 1 +
N
∑

n=2

n+
N
∑

n=1

(2Dn − 1)
FLOPs

sample

Some practical frequency configurations allow for the elimination of

a low-pass filter from the estimation algorithm, which would reduce

the complexity by either L1 or L2 FLOPs per sample.

VII. SIMULATION RESULTS

In simulation, the sampling period is 1ns while the signal band-

width, B, is set to 250MHz. The jitter e(n) is Gaussian with

zero mean and standard deviation σ2
e = 0.1Ts and is correlated

with bandwidth of 5MHz. The frequency of the two sinusoids are

fw = 40MHz and fy = 420MHz. The signal y(t) was itself jittered

with jitter τ (t) due to the assumption that a high frequency oscillator

will have jitter of its own. The jitter τ (t) has the same stochastic

properties as e(t). The low-pass filters are FIR filters designed using

MATLAB’s FIRLS function and have 128 taps. Incidently, with the

above frequency allocation, the LPF in the definition of h(n) in

(26) is not required. Table IV lists the filter taps of the derivative

filters used in the simulation. The magnitude responses of the 1st

derivative filter used in the simulation and the ideal derivative filter

are illustrated in Figure 6.

The compensation analysis in Section V is verified by assuming

the jitter e(n) is perfectly known while τ (n) is set to zero. Figure

4 shows the SNR before and after compensation assuming perfect

jitter estimation. The deviation from theory, which occurs on the low

α range, is due to noise, which leaks through the low-pass filter.

This noise can be reduced with a higher-order filter. Figure 5 shows

the SNR before and after compensation and includes τ (n) and the

estimation of e(n) described in Section III. The figure also confirms

our derivation in Section II.
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