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Abstract—Under uncertain channel conditions, local and global power control factors for amplify-and-forward relay processing and source-destination beamforming are jointly and iteratively designed based on a minimum mean-square-error (MMSE) criterion. The influence of imperfect channel information on system performance is examined by computer simulation. As a result, it is verified that the proposed power control methods can relieve the performance degradation arising from channel uncertainties.

I. INTRODUCTION

Power allocation strategies have attracted considerable attention in an effort to reduce the network power and/or improve the performance of the cooperative relay networks [1]–[4]. In cooperative relay networks, multiple relays cooperate to retransmit data. In [2], power control factors are designed to maximize a signal-to-noise ratio (SNR) upper bound. Under the assumption that the source node uses some reasonable fraction of the total network power, optimal allocation of the remaining power among the relay nodes was found to maximize the throughput and minimize the outage probability [3]. In addition, minimum global power design under the SNR constraint was considered in [4].

For single relay networks, power allocation methods have also been studied as an important part of the relay system design. Various multiple-input multiple-output (MIMO) techniques can be implemented with a single relay having multiple antennas. Among them, beamforming provides array and diversity gain at the cost of knowing the channel state information (CSI) at both the transmitter and receiver. The optimal beamforming and relay processing tasks have been realized in [6] by maximizing the received SNR with perfect CSI at every node. In the mean time, local equality transmit power constraints on the source and the relay were considered. In the local equality power constraint case, transmit power at the source and the relay is fixed by its own maximum available power. To mitigate the burden of full CSI at the transmitters, a codebook-based beamforming and antenna selection method, which is a special case of beamforming, have been proposed [5], [6].

In this paper, we focus on the beamforming relay networks as in [6] and propose power allocation methods to minimize mean-square-error (MSE) under imperfect CSI conditions. In this minimum MSE (MMSE) optimization, we consider local and global inequality power constraints at both the source and the relay. In the local inequality power constraint case, the transmit power at the source and the relay is locally bounded instead of being fixed. In the global power constraint case, the network power for the source and the relay in half-duplex mode is globally bounded. For the beamforming, we adopt scaled eigen beamforming at each node similar to [6]. The scaling factors perform power adjustment in relay networks. Accordingly, the MMSE-based design for the optimal beamforming vectors and relay processing matrix become identical to the MMSE-based design for the optimal power control factors in the equivalent single-input single-output (SISO) relay network model. Following an alternating optimization procedure, where variables are optimized one at a time while keeping all others fixed [7], [8], closed form Karush-Kuhn-Tucker (KKT) conditions [9] are derived, and iterative algorithms are then developed with the entangled KKT equalities to achieve MMSE performance. Computer simulation illustrates that performance degradation arising from the channel uncertainties can be reduced by the proposed beamforming.

Notation. Throughout this paper, for any vector or matrix, the superscript ‘*’ denotes complex conjugate transposition. Iq is a q-dimensional identity matrix; Re(·) represents the real part; for any scalar q and vector q, the notations |q| and ∥q∥ denote the absolute value of q and 2-norm of q, respectively; and ‘E’ stands for expectation of a random variable.

Fig. 1. Two-hop amplify-and-forward MIMO relay system model with one source and one destination nodes.
II. RELAY SYSTEM AND SIGNAL MODEL

A two-hop half-duplex beamforming relay system model is shown in Fig. 1. The source, relay, and destination nodes have $N_S$, $N_R$, and $N_D$ antennas, respectively, where $N_S$ and $N_D$ are greater than or equal to two for beamforming purpose while $N_R \geq 1$. For convenience of illustration, the relay is shown with separate transmit and receive antennas. Direct path from the source to the destination in this model is not considered in this paper [10]. The channel matrices of the first- and second-hops are represented by $F \in \mathbb{C}^{N_R \times N_S}$ and $G \in \mathbb{C}^{N_D \times N_R}$, respectively. The elements of $F$ and $G$ are independent and identically distributed (i.i.d) and zero-mean complex Gaussian random variables with unit variance without loss of generality. Path loss from the effects of shadowing and large scale fading can be taken into account by adjusting the noise variance at the receiver side. It is assumed that every channel remains static during one data block (or frame) transmission. Data symbols at time $t$ are denoted by $d(t)$, whose average power over time $E|d(t)|^2 = 1$, so that the transmitted symbol vector from the source is given by

$$s(t) = a d(t) \in \mathbb{C}^{N_S \times 1}$$  

where $a \in \mathbb{C}^{N_S \times 1}$ is a transmit beamforming vector. Through the first-hop, the received signal vector at the relay is

$$r(t) = Fs(t) + n_s(t) \in \mathbb{C}^{N_R \times 1}$$

where $n_s(t) \in \mathbb{C}^{N_R \times 1}$ is a zero-mean additive white Gaussian noise (AWGN) vector and $E n_s(t)n_s^*(t) = \sigma^2_n \mathcal{I}_{N_R}$. The relay multiplies $r(t)$ by the relay processing matrix $W \in \mathbb{C}^{N_R \times N_R}$, and forwards $x(t) \in \mathbb{C}^{N_R \times 1}$ through the second-hop, where

$$x(t) = Wr(t).$$

At the destination, the received signal vector is

$$y(t) = Gx(t) + n_s(t) \in \mathbb{C}^{N_D \times 1}$$

where $n_s(t) \in \mathbb{C}^{N_D \times 1}$ is an AWGN vector and $E n_s(t)n_s^*(t) = \sigma^2_n \mathcal{I}_{N_D}$. The destination combines the received signal as follows:

$$\hat{d}(t) = b^* y(t)$$

by using a receive beamforming vector $b^* \in \mathbb{C}^{1 \times N_D}$. For simplicity, the time index $t$ is henceforth omitted whenever convenient.

III. EIGEN BEAMFORMING WITH CSI UNCERTAINTIES

Using (1)-(5), the overall signal model can be written as

$$\hat{d} = b^* GWF a d + b^* GW n_s + b^* n_x.$$  

By employing eigen beamforming at each node [6], we define the beamforming vectors and relay processing matrix in (6) as:

$$W \triangleq \alpha v \alpha^*$$

$$a \triangleq \beta v$$

$$b \triangleq \gamma u_g$$

where $u_f^*$ and $v_f$ are the left and the right singular vectors, respectively, corresponding the largest singular value $\sigma_f$ of $F$; and $u_g^*$ and $v_g$ are the left and the right singular vectors, respectively, corresponding the largest singular value $\sigma_g$ of $G$. Here, $\alpha$, $\beta$, and $\gamma$ are used as power control factors. Now, we design the power control factors $\alpha$, $\beta$, and $\gamma$ for the relay, the source, and the destination, respectively. Here, we assume that the required channel information can be estimated by training sequences and fed back via a broadcasting feedback channel. In practice, estimates of the channel matrices, $\hat{F}$ and $\hat{G}$, should be available instead of $F$ and $G$. The estimated channel matrices are represented as

$$\hat{F} = F + \Delta_f$$

$$\hat{G} = G + \Delta_g$$

where $\Delta_f$ and $\Delta_g$ are channel estimation error matrices consisting of independent zero-mean Gaussian random variables with variances $\sigma^2_f$ and $\sigma^2_g$, respectively. This model is valid when the orthogonal pilot sequences are used for channel estimation [11]. Accordingly, using (7) and (8) in the overall signal model (6), the received signal model is given by

$$\hat{d} = \gamma u_g^* (\hat{G} - \Delta_g) \alpha v g_1 u_f^* (\hat{F} - \Delta_f) \beta v_f d + \gamma u_g^* (\hat{G} - \Delta_g) \alpha v g_1 u_f^* n_s + \gamma u_f^* n_x$$

$$= \alpha \beta (u_g^* \hat{F} v_f, 1 - u_g^* \Delta_g v_f, 1) d + \alpha \beta (u_g^* \hat{G} v_f, 1 - u_g^* \Delta_g v_f, 1) n_f + \gamma u_g^* n_x$$

$$= \alpha \beta (d_f, 1 + \delta_f)(\hat{\delta}_f + \delta_f) d + \alpha \gamma (\hat{\delta}_g + \delta_g) n_f + \gamma n_x$$

where $\hat{\delta}_f, 1 + \delta_f$ and $\hat{\delta}_g, 1 + \delta_g$ are the largest singular values of $\hat{F}$ and $\hat{G}$, respectively, obtained from the estimated beamforming vectors and relay processing matrix; the singular value distortion factors $\delta_f, 1 + \delta_f$ and $\delta_g, 1 + \delta_g$; and the
equivalent AWGN $n_s = \hat{u}_{f,1}^* s_n$ and $n_x = \hat{u}_{g,1}^* n_x$. Note that $\delta_f$ and $\delta_g$ can be modeled as complex Gaussian random variables from the fact that singular vectors are orthonormal and finite sum of independent normal random variables is normally distributed. Figure 2 illustrates the probability density function (pdf) of Gaussian random variable and $\delta_f$ by line and dots, respectively, when $N_S = N_R = \{2, 4, 8\}$. In this figure, we can see that pdf of $\delta_f$ matches well with that of Gaussian random variable. Similarly, $n_s$ and $n_x$ in (9) have the same variances $\sigma^2_{n_s}$ and $\sigma^2_{n_x}$ as $n_s$ and $n_x$. From (9), the MIMO channel model can be equivalently represented as SISO signal and channel model including source-destination beamforming and relaying as shown in Fig. 3. In order to compensate for the expected degradation in performance, we design the power control factors $\alpha$, $\beta$, and $\gamma$ in (9) with the estimated and given CSIs in next section.

IV. MMSE PROBLEM FORMULATION

In this section, we aim for jointly designing the power control factors $\{\alpha, \beta, \gamma\}$ in order to minimize MSE under CSI uncertain condition. For the power allocation, local and global constraints are included in MMSE formulation.

A. Local Inequality Power Constraints

Local inequality power constraints are considered first. In this case, the transmit power of the source and the relay signals are limited by $P_S$ and $P_R$, respectively and independently. The desired MMSE problem is then

$$\begin{array}{ll}
\text{arg min} & \text{E} \|d - \hat{d}\|^2 \\
\text{s.t.} & \text{E} \|s\|^2 \leq P_S \text{ and } \text{E} \|x\|^2 \leq P_R
\end{array} \quad (10)$$

The minimization problem (10) with three inequality constraints can be transformed into

$$\begin{array}{ll}
\text{arg min} & J_L \\
\text{s.t.} & \text{E} \|s\|^2 \leq P_S \text{ and } \text{E} \|x\|^2 \leq P_R
\end{array} \quad (11)$$

$$J_L = \text{E} \|d - \hat{d}\|^2 + \lambda_S \left( \text{E} \|s\|^2 - P_S \right) + \lambda_R \left( \text{E} \|x\|^2 - P_R \right). \quad (11)$$

Here, $\lambda_S$ and $\lambda_R$ are non-negative Lagrange multipliers. By substituting (7) and (9) into (11), we can derive

$$J_L = 1 - 2\alpha \beta \gamma \hat{\sigma}_{f,1} \sigma_{f,1} + \alpha^2 \beta^2 \gamma^2 \hat{\sigma}_{f,1}^2 \sigma_{f,1}^2 + \gamma \sigma_{n_s}^2 + \lambda_S (\beta^2 - P_S) + \lambda_R (\alpha^2 \beta^2 \hat{\sigma}_{f,1}^2 + \alpha^2 \sigma_{n_s}^2 - P_R). \quad (12)$$

Table I

<table>
<thead>
<tr>
<th>Step 1: Initialization, $k = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = \gamma_0 = 1, \lambda_S = \lambda_R = 1, J_{L,0} = 0$.</td>
</tr>
<tr>
<td>Step 2: Iteration: $k \leftarrow k + 1$</td>
</tr>
<tr>
<td>$\alpha_k = f_0 (\beta_{k-1}, \gamma_{k-1}, \lambda_R)$ in (14a)</td>
</tr>
<tr>
<td>$\beta_k = f_3 (\alpha_k, \gamma_{k-1}, \lambda_S, \lambda_R)$ in (14b)</td>
</tr>
<tr>
<td>$\gamma_k = f_1 (\alpha_k, \beta_k)$ in (14c)</td>
</tr>
<tr>
<td>$\lambda_R = f_R (\beta_k, \gamma_k, \lambda_R)$ in (15a)</td>
</tr>
<tr>
<td>$\lambda_S = f_{R,S} (\alpha_k, \beta_k, \gamma_k, \lambda_S, \lambda_R)$ in (15b)</td>
</tr>
<tr>
<td>Step 3: If $0 \leq J_{L,k-1} - J_{L,k} \leq \varepsilon$ go to Step 4 and stop. Otherwise go back Step 2.</td>
</tr>
<tr>
<td>Step 4: $\alpha = \beta_k \nu_{f,1}; \beta = \gamma_k \nu_{g,1}; W = \alpha_k \nu_{f,1} \nu_{f,1}^*$.</td>
</tr>
</tbody>
</table>

where the corrupted singular values are

$$\hat{\sigma}_{f,1}^2 = \sigma_{f,1}^2 + 2\sigma_{f,1} \text{E}(\text{Re}(\delta_f)) + \text{E}(|\delta_f|^2)$$

$$\hat{\sigma}_{g,1}^2 = \sigma_{g,1}^2 + 2\sigma_{g,1} \text{E}(\text{Re}(\delta_g)) + \text{E}(|\delta_g|^2). \quad (13)$$

Although $J_L$ in (12) is not guaranteed to be jointly convex over all the variables $\{\alpha, \beta, \gamma\}$, it is obviously convex over each of the variables. Therefore, alternating minimization procedures, where variables are optimized one at a time while keeping all others fixed [7], [8], are applicable to get a feasible local optimal solution. Equating the derivatives of $J_L$ in (12) with respect to $\alpha$, $\beta$, and $\gamma$ to zero (KKT condition [9]), we can get the optimal local power control factors as

$$\alpha = \frac{\beta \gamma \hat{\sigma}_{g,1} \hat{\sigma}_{f,1}}{(\gamma^2 \hat{\sigma}_{g,1}^2 + \lambda_R) \left( \beta^2 \hat{\sigma}_{f,1}^2 + \sigma_{n_s}^2 \right)} \quad (14a)$$

$$\beta = \frac{\alpha \gamma \hat{\sigma}_{g,1} \hat{\sigma}_{f,1}}{(\alpha^2 \gamma \hat{\sigma}_{g,1}^2 \hat{\sigma}_{f,1}^2 + \lambda_R \beta^2 \hat{\sigma}_{f,1}^2 + \lambda_S)} \quad (14b)$$

$$\gamma = \frac{\alpha \beta \hat{\sigma}_{g,1} \hat{\sigma}_{f,1}}{(\alpha^2 \beta^2 \hat{\sigma}_{g,1}^2 \hat{\sigma}_{f,1}^2 + \alpha^2 \sigma_{n_s}^2 \hat{\sigma}_{g,1}^2 + \sigma_{n_s}^2)}. \quad (14c)$$

Besides, equating the derivatives of $J_L$ in (12) with respect to $\lambda_R$ and $\lambda_S$ to zero and substituting (14a) and (14b), respectively, we get

$$\lambda_R = \left( \frac{\beta \gamma \hat{\sigma}_{g,1} \hat{\sigma}_{f,1}}{P_R (\beta^2 \hat{\sigma}_{f,1}^2 + \sigma_{n_s}^2)} - \gamma^2 \hat{\sigma}_{g,1}^2 \right)^+ \quad (15a)$$

$$\lambda_S = \left( \frac{\alpha \gamma \hat{\sigma}_{g,1} \hat{\sigma}_{f,1}}{\sqrt{P_S} - \alpha^2 \hat{\sigma}_{f,1}^2 (\gamma^2 \hat{\sigma}_{g,1}^2 + \lambda_R)} \right)^+ \quad (15b)$$

where $(q)^+ = \max(0, q)$. Since the optimum values in (14) and (15) are functions of one another, it can be achieved by an iterative procedure where variables are computed one at a time keeping all others fixed [8]. At the $k$th iteration, denoting the MSE and the power control factors by $J_{L,k}$ and $\{\alpha_k, \beta_k, \gamma_k\}$, respectively, the proposed iterative algorithm is described in Table I. In each iterative step in Tables I, the MSE, $J_{L,k}$, is monotonically diminishing. It is also obvious that $J_{L,k}$ is
lower bounded by zero, and the convergence of $J_{L,k}$ is then guaranteed though the convergent point is not guaranteed for the global minimum. Therefore, the difference between $J_{L,k-1}$ and $J_{L,k}$ can be used as a stopping criterion with a positive design factor $\epsilon$ in Step 3.

B. Global Inequality Power Constraint

We now consider a global inequality power constraint whereby the network power, i.e., the sum of transmit power at the source and the relay nodes, is limited by $P_T$, where $P_T = P_S + P_R$. Accordingly, the MMSE problem (10) is modified to

$$\begin{align*}
\arg \min_{\{a,b,\gamma\}} & \ E|d-\hat{d}|^2 \\
\text{s.t.} & \ E\|s\|^2 + E\|x\|^2 \leq P_T
\end{align*}$$

(16)

The minimization problem (16) can be transformed into

$$\begin{align*}
\arg \min_{\{a,b,\gamma,\lambda_T\}} & \ J_G \\
\end{align*}$$

where

$$J_G = E|d-\hat{d}|^2 + \lambda_T(E\|s\|^2 + E\|x\|^2 - P_T).$$

(17)

Here, $\lambda_T$ is non-negative Lagrange multiplier. Using (7) and (9) in (17) yields

$$J_G = 1 - 2\alpha\beta\gamma\bar{\sigma}_{g,1}^2 + 2\beta^2\gamma^2\bar{\sigma}_{g,1}^2\bar{\sigma}_{f,1}^2 + \alpha^2\gamma^2\bar{\sigma}_{g,1}^2\bar{\sigma}_{f,1}^2 + \alpha^2\gamma^2\sigma_n^2 + \gamma^2\sigma_n^2 + \lambda_T(\beta^2 + \alpha^2\beta^2\bar{\sigma}_{f,1}^2 + \alpha^2\sigma_n^2 - P_T).$$

(18)

Equating the derivatives of $J_G$ in (18) with respect to $a$, $b$, and $\gamma$ to zeros, we can get the optimal global power control factors as

$$\begin{align*}
\alpha &= \frac{\beta\gamma\bar{\sigma}_{g,1}\bar{\sigma}_{f,1}}{(\gamma^2\bar{\sigma}_{g,1} + \lambda_T)(\beta^2\bar{\sigma}_{f,1}^2 + \sigma_n^2)} \\
\beta &= \frac{\alpha\gamma\bar{\sigma}_{g,1}\bar{\sigma}_{f,1}}{(\alpha^2\gamma^2\bar{\sigma}_{g,1}^2\bar{\sigma}_{f,1} + \lambda_T\alpha^2\bar{\sigma}_{f,1}^2 + \lambda_T)} \\
\gamma &= \frac{\alpha\beta\bar{\sigma}_{g,1}\bar{\sigma}_{f,1}}{(\alpha^2\beta^2\bar{\sigma}_{g,1}^2\bar{\sigma}_{f,1} + \alpha^2\bar{\sigma}_{n}^2 + \gamma^2\sigma_n^2 + \lambda_T)},
\end{align*}$$

(19a, 19b, 19c)

and equating $\frac{\partial J_G}{\partial \lambda_T}$ in (18) to zero, the equality for the Lagrange multiplier $\lambda_T$ is obtained as

$$\lambda_T = (\beta^2 + \alpha^2\beta^2\bar{\sigma}_{f,1}^2 + \alpha^2\sigma_n^2).$$

(20)

By substituting $\alpha$ and $\beta$ in (19) into (20), we arrive at a degree four polynomial equation for $\lambda_T$

$$f(x) = p_4x^4 + p_3x^3 + p_2x^2 + p_1x + p_0$$

(21)

where the polynomial $p_i$ is shown in Appendix A. We can get the optimal Lagrange multiplier from the largest real root $x$ of $f(x) = 0$, i.e.,

$$\lambda_T = (x)^{\dagger}.$$ 

(22)

Consequently, the iterative algorithm to achieve the optimal beamforming vector and relay processing matrix under the global inequality power constraint is described in Table II.

**V. SIMULATION AND DISCUSSION**

In this section, computer simulations are conducted to examine the BER performance of the designed systems. The transmitted signals from the sources are modulated by quadrature phase-shift keying (QPSK) or 16-quadrature amplitude modulation (QAM), and the modulated symbols are grouped into frames consisting of 100 symbols. For each frame, flat fading MIMO channel matrices $F$ and $G$ are generated from independent Gaussian random variables with zero mean and unit variance. Channels $F$ and $G$ are fixed during a frame, but they vary independently over frames. The results shown below are the averages over $10^6$ independent trials. The power limits are assumed to be $P_S = P_R = 1$ and $P_T = 2$. For simulation, the received SNRs at the relay and destination nodes are defined as

$$\text{SNR}_{RS} = \frac{P_S}{\sigma_n^2},$$

$$\text{SNR}_{DR} = \frac{P_R}{\sigma_n^2},$$

respectively. The SNR$_{RS}$ is set to 25 dB and BER performance is evaluated over SNR$_{DR}$.

In Fig. 4, the BER performance under local and global power constraints are examined when CSIs are perfect. Figures 4(a) and (b) show the BER performances when QPSK and 16-QAM symbols are transmitted, respectively. As expected, the performance of the global power control system is better than that of the local power control system since the different effective SNRs at the relay and the destination nodes can be adjusted. In other word, a relatively low SNR, which is a bottleneck in the network performance, can be increased at the expense of a relatively high SNR, resulting in performance improvement. In our simulation, we use $\epsilon = 10^{-4}$ and observe that the average number of required iteration is around 30 in Tables I and II.

To determine the modified power control factors in (14) and (19), the corrupted singular values $\bar{\sigma}_{f,1}^2$ and $\bar{\sigma}_{g,1}^2$ in (13) are required at each node. Considering up to 10% channel

**TABLE II**

<table>
<thead>
<tr>
<th>Step 1:</th>
<th>Initialization, $k = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = \gamma_0 = 1, \lambda_T = 1, J_{G,0} = 0$.</td>
<td></td>
</tr>
<tr>
<td>Step 2:</td>
<td>Iteration: $k \leftarrow k + 1$</td>
</tr>
<tr>
<td>$\alpha_k = f_\alpha(\beta_{k-1}, \gamma_{k-1}, \lambda_T)$ in (19a)</td>
<td></td>
</tr>
<tr>
<td>$\beta_k = f_\beta(\alpha_k, \gamma_{k-1}, \lambda_T)$ in (19b)</td>
<td></td>
</tr>
<tr>
<td>$\gamma_k = f_\gamma(\alpha_k, \beta_k, \lambda_T)$ in (19c)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_T = (x)^{\dagger}$,</td>
<td></td>
</tr>
<tr>
<td>where $x$ is the largest real root satisfying (20)</td>
<td></td>
</tr>
<tr>
<td>$J_{G,k} = f_{J,G}(\alpha_k, \beta_k, \gamma_k, \lambda_T)$ in (11)</td>
<td></td>
</tr>
<tr>
<td>Step 3:</td>
<td>If $0 \leq J_{G,k-1} - J_{G,k} \leq \epsilon$ go to Step 4 and stop, otherwise go back Step 2.</td>
</tr>
<tr>
<td>Step 4:</td>
<td>$a = \beta_k x_{f,1}; b = \gamma_k u_{g,1}; W = \alpha_k v_{g,1} u_{f,1}^\ast$.</td>
</tr>
</tbody>
</table>
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Fig. 4. BER performance when the CSIs are perfect and SNR\textsubscript{RS} = 25 dB. (a) QPSK. (b) 16-QAM.

Fig. 5. BER comparison of the channel uncertainty compensation schemes and no compensation schemes when SNR\textsubscript{RS} = 25 dB and \sigma_{\Delta_f}^2 = \sigma_{\Delta_g}^2 = 0.1. (a) QPSK. (b) 16-QAM.

Uncertainty, i.e., \sigma_{\Delta_f}^2 \leq 0.1 and \sigma_{\Delta_g}^2 \leq 0.1, the following model is used to obtain \sigma_{\delta,f}^2 and \sigma_{\delta,g}^2:

\begin{align}
E(\text{Re}(\delta_f)) &\approx (a_2 \sigma_{\Delta_f}^2 + a_1) \sigma_{\delta,f}^2 \\
E(|\delta_f|^2) &\approx (b_2 \sigma_{\Delta_f}^2 + b_1) \sigma_{\delta,f}^2 \\
E(\text{Re}(\delta_g)) &\approx (a_2 \sigma_{\Delta_g}^2 + a_1) \sigma_{\delta,g}^2 \\
E(|\delta_g|^2) &\approx (b_2 \sigma_{\Delta_g}^2 + b_1) \sigma_{\delta,g}^2
\end{align}

(23)

In (23), the coefficients \{a_i, b_i\} are numerically obtained from the polynomial fitting method [9] to achieve a normalized MSE (NMSE) that is less than 10^{-5} (see Appendix B).

Figure 5 illustrates the BER performance network under CSI uncertainty. The 10% channel uncertainty is modeled as white Gaussian noise and added to the original channel values, i.e., the variances of the errors are chosen as \sigma_{\Delta_f}^2 = 0.1, and \sigma_{\Delta_g}^2 = 0.1. For the comparison purpose, the results without considering CSI uncertainty are included. These results can be obtained by assuming \delta_f = \delta_g = 0 in our solutions. The uncertainty compensation effect is negligible in Fig. 5(a) when QPSK modulation is used, since in this case the detection performance is robust against the signal power. While 16-QAM is used, we can see the noticeable performance gap in Fig. 5(b). Note that the performance gap between the local and global power control methods is negligible in the region where SNR\textsubscript{DR} is similar to SNR\textsubscript{RS}, i.e., 20 dB \leq SNR\textsubscript{DR} \leq 30 dB. Furthermore, it can be seen that the approximation in (23) works favorably.
VI. CONCLUSION

In this paper, we designed the power control factors for MMSE-based beamforming and relay processing under CSI uncertainties. Local and global inequality power constraints on the source and the relay nodes are considered in MMSE formulation. Simulation results show that the effect of channel uncertainties on system performance and the proposed power control factors make the system more robust against channel uncertainties.

APPENDIX A

THE POLYNOMIAL COEFFICIENTS IN (21)

The coefficients of the polynomial $p_i$ in (21) are given by

\[ p_4 = P_T v_3^2 v_5 \]
\[ p_3 = 2P_T v_3 v_5 (v_3 v_4 + v_6) \]
\[ p_2 = P_T v_5 (v_3^2 v_4^2 + 4v_3 v_4 v_6 + v_6^2) - (v_1 v_5 + \sigma_n^2 v_2 v_3^2) \]
\[ p_1 = 2P_T v_4 v_5 v_6 (v_3 v_4 + v_6) - 2v_1 v_4 v_5 - 2\sigma_n^2 v_2 v_3 v_6 \]
\[ p_0 = P_T v_1^2 v_5^2 v_6^2 - v_1 v_4^2 v_5 - v_1 v_2 \sigma_{f,1}^2 - \sigma_n^2 v_2 v_6^2 \]

where

\[
\begin{align*}
    v_1 &= \alpha^2 \gamma^2 \sigma_{g,1}^2 \sigma_{f,1}^2 \\
    v_2 &= \beta^2 \gamma^2 \sigma_{g,1}^2 \sigma_{f,1}^2 \\
    v_3 &= \alpha^2 \sigma_{f,1}^2 + 1 \\
    v_4 &= \gamma^2 \sigma_{g,1}^2 \\
    v_5 &= (\beta^2 \sigma_{f,1}^2 + \sigma_n^2)^2 \\
    v_6 &= \alpha^2 \gamma^2 \sigma_{g,1}^2 \sigma_{f,1}^2.
\end{align*}
\]

APPENDIX B

THE POLYNOMIAL COEFFICIENTS \{a_i, b_i\} IN (23)

According to the dimension of the channel matrix $F$ or $G$, the polynomial coefficients \{a_i, b_i\} in (23) are given in Table III by computer simulation. In simulation, for example, the NMSEs with respect to $\delta_f$ are given by

\[
\sum \left| \frac{E(\Re(\delta_f)) - (a_2 \sigma_{\Delta_f}^2 + a_1) \sigma_{\Delta_f}^2}{\sum |E(\Re(\delta_f))|^2} \right|^2
\]

and

\[
\sum \left| \frac{E(|\delta_f|^2) - (b_2 \sigma_{\Delta_f}^2 + b_1) \sigma_{\Delta_f}^2}{\sum |E(|\delta_f|^2)|^2} \right|^2
\]

where the expectations are performed over $10^6$ independent channel and noise realizations.

TABLE III

| \(a_i, b_i\) COEFFICIENTS OF APPROXIMATIONS IN (23) |
|---|---|---|
| Dimension | \(a_2\) | \(a_1\) | NMSE |
| 2 × 1 | 0.5355 | -1.3225 | < 10^{-5} |
| 2 × 2 | 0.8589 | -1.8129 | < 10^{-5} |
| 2 × 3 | 0.9545 | -2.1517 | < 10^{-6} |
| 2 × 4 | 0.9431 | -2.4209 | < 10^{-5} |
| 3 × 1 | 0.6954 | -1.6546 | < 10^{-6} |
| 3 × 3 | 1.0756 | -2.5063 | < 10^{-5} |
| 3 × 4 | 1.1859 | -2.7891 | < 10^{-5} |
| 4 × 1 | 0.8270 | -1.9326 | < 10^{-5} |
| 4 × 4 | 1.3062 | -3.0798 | < 10^{-5} |
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