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ABSTRACT

We develop channel estimation techniques for multiple–
input multiple–output (MIMO) channels that employ space–
time block–coded (STBC) transmissions. We derive the
MMSE channel estimator for multi–user Alamouti STBC
transmissions over both flat fading and frequency selective
fading channels. The derivation exploits the structure of the
space–time code to reduce the complexity of the algorithm.

1. INTRODUCTION

Wireless communications systems with multiple transmit
and receive antennas provide large capacity gains, especially
in rich scattering environment [1]. In order to achieve such
high transmission rates with high performance and reliabil-
ity, the receiver needs to have accurate information about
the channels between the transmitter and the receiver. In
multi–user multi–antenna scenarios, the channel estimation
problem is more challenging due the high number of sub-
channels.

Various space-time block codes (STBC) have been devel-
oped to provide high performance over both flat fading and
frequency–selective fading channels (e.g., Alamouti–STBC
[2], OFDM–STBC [3], and single–carrier frequency domain
equalization STBC (SC–FDE STBC) [4]). They were shown
to be useful for MIMO wireless systems with co–channel
users since their structures could be exploited to suppress
interference and simplify the receiver complexity [5]. Most
of these receivers require explicit knowledge of the impulse
response of all sub-channels at the receiver.

In this paper, we develop efficient channel estimation
techniques for three multi–user STBC transmission schemes
over both flat and frequency selective fading channels. We
show how to exploit the STBC structure to reduce the
computational complexity of the channel estimators. We
also provide a unified approach to channel estimation for
Alamouti-STBC, SC-FDE STBC, and OFDM-STBC trans-
missions.

2. PROBLEM FORMULATION

Consider a system consisting of M users, each equipped with
two antennas. Each user transmits STBC data from its two
antennas. The receiver is equipped with M receive antennas.
The block diagram of the system is shown in Figure 1.

2.1 Flat Fading Channels

For each user, data are transmitted from its two antennas
according to the Alamouti space–time block coding scheme
of [2]. At times k = 0, 2, 4, · · · , the data symbols of the i–th

user, x
(i)
k,1 and x

(i)
k,2, are generated by an information source
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Figure 1: Block diagram of an M -user system.

according to the rule:

Time

k k + 1

Antenna 1 x
(i)
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∗(i)
k,2

2 x
(i)
k,2 x

∗(i)
k,1

(1)

The received signal at the l–th receive antenna at times k
and k + 1, denoted by yk,l, is given by

yk,l=

(

yk,l

yk+1,l

)

=
M∑

i=1

(

x
(i)
k,1 x

(i)
k,2

−x
∗(i)
k,2 x

∗(i)
k,1

) (

h
(i)
1,l

h
(i)
2,l

)

+

(

nk,l

nk+1,l

)

△
=

M∑

i=1

X
(i)
k h

(i)
l + nl (2)

where yk,l is the 2× 1 received k-th block at the l-th receive
antenna, nk,l is the 2× 1 noise vector at the l-th receive an-

tenna from the k-th block, and X
(i)
k is the 2 × 2 Alamouti

matrix of the i-th user and the k-th block. The structure
of X

(i)
k will appear frequently throughout the paper, and we

shall use the terminology Alamouti–like matrix to refer to

it. The coefficients of the flat fading channels, h
(i)
1,l and h

(i)
2,l ,

are modelled as iid complex Gaussian random variables with
variance equal to 0.5 per dimension, i.e., the covariance ma-
trix is Rh = I. The noise is modelled as AWGN with zero
mean and covariance matrix Rn = σ2

nI, and the transmit-
ted symbols have variance σ2

x. Assuming the channel to be
constant for 2M symbols, we collect M blocks of data at the
receiver. The received signal from all antennas is written in
matrix form as

Y = XH + N (3)
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where

Y =






y1,1 . . . y1,M

...
. . .

...
yM,1 . . . yM,M






︸ ︷︷ ︸

2M×M

, X =






X
(1)
1 . . . X

(M)
1

...
. . .

...

X
(1)
M . . . X

(M)
M






︸ ︷︷ ︸

2M×2M

H =






h
(1)
1 . . . h

(M)
1

...
. . .

...

h
(1)
M . . . h

(M)
M






︸ ︷︷ ︸

2M×M

, N =






n1,1 . . . n1,M

...
. . .

...
nM,1 . . . nM,M






︸ ︷︷ ︸

2M×M

Then the MMSE channel estimator is given by [6]

Ĥ = X ∗
[
XX ∗ + σ

2
nI2M

]−1
Y (4)

By examining the structure of the matrix XX ∗ + σ2
nI2M , we

find that it is Hermitian and it has a block structure with
2×2 Alamouti-like subblocks . The matrix inversion needed
to compute Ĥ could be done efficiently by exploiting the
properties of Alamouti-like matrices as shown further ahead
in Section 3.

2.2 Frequency-Selective Fading Channels

For frequency-selective fading channels, the Alamouti
scheme is implemented on a block level to achieve multi-
path diversity. Different schemes have been proposed for the
block level implementation. In this section we describe two
schemes, namely, single–carrier frequency domain equaliza-
tion STBC (SC-FDE STBC) and orthogonal frequency divi-
sion multiplexing STBC (OFDM-STBC). For each scheme,
we show how to exploit the code structure for MIMO channel
estimation of multiple–user transmissions.

2.2.1 SC-FDE STBC

For each user, data are transmitted from its two antennas
in blocks of length N according to the following space–
time coding scheme. Denote the n–th symbol of the k–

th transmitted block from antenna j of user i by x
(i)
k,j(n).

At times k = 0, 2, 4, · · · , the blocks x
(i)
k,1(n) and x

(i)
k,2(n)

(0 ≤ n ≤ N − 1) are generated by an information source
according to the rule [4, 5]:

Time

k k + 1

Block 1 x
(i)
k,1(n) −x

∗(i)
k,2

(

(−n)N

)

2 x
(i)
k,2(n) x

∗(i)
k,1

(

(−n)N

)

(5)

where each data vector x
(i)
k,j has a covariance matrix equal

to σ2
xIN , and where (·)∗ and (·)N denote complex conjuga-

tion and modulo–N operations, respectively. In addition,
a cyclic prefix (CP) of length ν is added to each transmit-
ted block to eliminate inter–block interference (IBI) and to
make all channel matrices circulant. Here, ν denotes the
longest channel memory between the transmit antennas and
the receive antennas. With two transmit antennas per user
and M receive antennas, and assuming all channels are fixed
over two consecutive blocks, the received blocks k and k + 1
at the l–th antenna, in the presence of additive white noise,
are described by

yk,l =
M∑

i=1

(

H
(i)
1,lx

(i)
k,1 + H

(i)
2,lx

(i)
k,2

)

+ nk,l

yk+1,l =
M∑

i=1

(

H
(i)
1,lx

(i)
k+1,1 + H

(i)
2,lx

(i)
k+1,2

)

+ nk+1,l (6)

where nk,l and nk+1,l are the noise vectors for the received
blocks k and k + 1, respectively, at the l-th receive antenna

with covariance matrix σ2
nIN , and H

(i)
1,l and H

(i)
2,l are the

circulant channel matrices from the first and second transmit
antennas of the i–th user, respectively, to the l–th receive
antenna [5]. Applying the DFT matrix Q to yk,l and yk+1,l

in (6), we get a relation in terms of frequency–transformed
variables:

Yk,l =
M∑

i=1

(

Λ
(i)
1,lX

(i)
k,1 + Λ

(i)
2,lX

(i)
k,2

)

+ Nk,l

Yk+1,l =
M∑

i=1

(

Λ
(i)
1,lX

(i)
k+1,1 + Λ

(i)
2,lX

(i)
k+1,2

)

+ Nk+1,l (7)

where Y = Qy, X = Qx, N = Qn, and Λ
(i)
1,l and

Λ
(i)
2,l are diagonal matrices given by Λ

(i)
1,l = QH

(i)
1,lQ

∗ and

Λ
(i)
2,l = QH

(i)
1,lQ

∗, respectively. Using the encoding rule (5)

and properties of the DFT [7], we have that

X
(i)
k+1,1(m) = −X

∗(i)
k,2 (m), X

(i)
k+1,2(m) = X

∗(i)
k,1 (m) (8)

for m = 0, 1, · · · , N − 1 and k = 0, 2, 4, · · · . Combining
(7) and (8), we arrive at the linear relation (9) shown at the

top of the next page where (̄·) denotes complex conjugation
of the entries of the vector. Equation (9) tells us how the
entries of the transformed vectors at the l–th receive antenna,
{Yk,l,Yk+1,l}, are related to the entries of the transformed

transmitted blocks {X(i)
k,1,X

(i)
k,2} from the two antennas of the

i–th user. We conjugate the entries of Yk+1,l and reorder the
entries of (9) to obtain the relation shown in (10). Let

Yk,l(m) =

(
Yk,l(m)

Yk+1,l(m)

)

Then the m–th entry of received vectors from the l–th receive
antenna can be written as

Yk,l(m) =

M∑

i=1

(

X
(i)
k,1(m) X

(i)
k,2(m)

−X
∗(i)
k,2 (m)X

∗(i)
k,1 (m)

) (

Λ
(i)
1,l(m)

Λ
(i)
2,l(m)

)

+

(

Nk,l(m)
Nk+1,l(m)

)

△
=

M∑

i=1

X (i)
k (m)Λ

(i)
l (m) + Nk,l(m) (11)

By inspecting the structure of (11), we find that it has the

same form as (2). This allows the estimation of Λ
(i)
1,l(m)

and Λ
(i)
1,l(m) in a fashion similar to the flat fading case dis-

cussed earlier. The only difference is that we now assume
the channel to be fixed over M blocks of data. Thus collect
M blocks of data at the receiver. The m–th entry of the
received vectors from all antennas is written in matrix form
as:

Y(m) = X (m)Λ(m) + N (m) (12)

where

Y(m)=







Y1,1(m) . . . Y1,M (m)

.

.

.
. . .

.

.

.
YM,1(m) . . . YM,M (m)







︸ ︷︷ ︸

2M×M

,X (m)=







X
(1)
1 (m) . . . X

(M)
1 (m)

.

.

.
. . .

.

.

.

X
(1)
M

(m) . . . X
(M)
M

(m)







︸ ︷︷ ︸

2M×2M

Λ(m)=







Λ
(1)
1 (m) . . . Λ

(M)
1 (m)

.

.

.
. . .

.

.

.
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(1)
M

(m) . . . Λ
(M)
M

(m)







︸ ︷︷ ︸

2M×M

, N (m)=







N1,1(m) . . . N1,M (m)

.

.

.
. . .

.

.

.
NM,1(m) . . . NM,M (m)







︸ ︷︷ ︸

2M×M
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(
Yk,l

Ȳk+1,l

)

=














Yk,l(0)
...

Yk,l(N−1)

Ȳk+1,l(0)
...

Ȳk+1,l(N−1)














=
M∑

i=1















Λ
(i)
1,l(0) Λ

(i)
2,0(1)

. . .
. . .

Λ
(i)
1,l(N−1) Λ

(i)
2,l(N−1)

Λ
∗(i)
2,l (0) −Λ

∗(i)
1,l (0)

. . .
. . .

Λ
∗(i)
2,l (N−1) −Λ

∗(i)
1,l (N−1)





























X
(i)
k,1(0)
...

X
(i)
k,1(N−1)

X
(i)
k,2(0)
...

X
(i)
k,2(N−1)















+














Nk,l(0)
...

Nk,l(N−1)

N̄k+1,l(0)
...

N̄k+1,l(N−1)














(9)

Yk,l
△
=










Yk,l(0)
Yk+1,l(0)

...

Yk,l(N−1)
Yk+1,l(N−1)










=
M∑

i=1











X
(i)
k,1(0) X

(i)
k,2(0)

−X
∗(i)
k,2 (0) X

∗(i)
k,1 (0)

. . .

X
(i)
k,1(N−1) X

(i)
k,2(N−1)

−X
∗(i)
k,2 (N−1) X

∗(i)
k,1 (N−1)






















Λ
(i)
1,l(0)

Λ
(i)
2,l(0)
...

Λ
(i)
1,l(N−1)

Λ
(i)
2,l(N−1)












+










Nk,l(0)
Nk+1,l(0)

...

Nk,l(N−1)
Nk+1,l(N−1)










(10)

The MMSE channel estimator is now given by [6]

Λ̂(m) = X ∗(m)
[
X (m)X ∗(m) + σ

2
nI2M

]−1
Y(m) (13)

Again, X (m)X ∗(m) + σ2
nI2M is Hermitian with 2 × 2

Alamouti-like subblocks similar to that of a flat–fading im-
plementation described earlier. Hence, the matrix inver-
sion complexity can be significantly reduced by exploiting
its structure as shown in Section 3.

2.2.2 OFDM-STBC

OFDM-STBC is similar to SC-FDE STBC except for trans-
mitting the IDFT of the data blocks rather than the data
blocks themselves. At times k = 0, 2, 4, · · · , N -symbol data

blocks x
(i)
k,1 and x

(i)
k,2 are generated by an information source.

The data blocks are then transmitted from the antennas of
the i–th user according to the following rule:

Block

k k + 1

Antenna 1 Q∗x
(i)
k,1 −Q∗x

∗(i)
k,2

2 Q∗x
(i)
k,2 Q∗x

∗(i)
k,1

(14)

where Q∗ is the IDFT matrix of size N ×N . A cyclic prefix
(CP) is also added to each transmitted block to eliminate
inter–block interference (IBI) and to make all channel ma-
trices circulant. The received blocks k and k + 1 at the
l–th antenna, in the presence of additive white noise, are
described by

yk,l =

M∑

i=1

(

H
(i)
1,lQ

∗
x

(i)
k,1 + H

(i)
2,lQ

∗
x

(i)
k,2

)

+ nk,l

yk+1,l =
M∑

i=1

(

−H
(i)
1,lQ

∗
x
∗(i)
k,2 + H

(i)
2,lQ

∗
x

(i)
k,1

)

+ nk+1,l (15)

Applying the DFT matrix Q to yk,l and yk+1,l in (6), we
get a relation in terms of frequency–transformed variables:

Yk,l =

M∑

i=1

(

Λ
(i)
1,lx

(i)
k,1 + Λ

(i)
2,lx

(i)
k,2

)

+ Nk,l

Yk+1,l =
M∑

i=1

(

Λ
(i)
1,lx

(i)
k+1,1 + Λ

(i)
2,lx

(i)
k+1,2

)

+ Nk+1,l (16)

By examining the structure of (16), we find that it is similar
to (7). The only difference is that the DFTs of the data
blocks have been replaced by the data blocks themselves.
We then conclude that all expressions derived in Equations
(9)– (13) are also valid for the OFDM-STBC case except for

changing X (i)
k (m) to

X (i)
k (m) =

(

x
(i)
k,1(m) x

(i)
k,2(m)

−x
∗(i)
k,2 (m) x

∗(i)
k,1 (m)

)

(17)

3. EXPLOITING STBC STRUCTURE

In this section, we show how to exploit the STBC structure
to reduce the computational complexity of the MMSE chan-
nel estimator. By inspecting the structure of XX ∗ + σ2

nI2M

in (4) and X (m)X ∗(m) + σ2
nI2M in (13), we see that they

are Hermitian and they have a block matrix structure with
Alamouti–like subblocks. Furthermore, the diagonal sub-
blocks are multiples of the identity matrix I2. In order to
compute the inverse of a matrix A that has such structure,
we proceed by partitioning the matrix as follows:

A =






A1 B1

B∗
1 D1




 (18)

with A1, B1, D1 denoting the 2×2 upper–left, 2×2(M −1)
upper–right, and 2(M − 1)× 2(M − 1) lower–right matrices,
respectively. We then partition the right–lower matrix D1 in
a similar manner, i.e.,

D1 =






A2 B2

B∗
2 D2




 (19)

with A2, B2, D2 denoting the 2×2 upper–left, 2×2(M −2)
upper–right, and 2(M − 2)× 2(M − 2) lower–right matrices,
respectively. We repeat the partitioning of the lower–right
matrix until we get the following partitioned matrix

A =










A1 B1

B∗
1








A2 B2

B∗
2

. . .
(

AM−1 BM−1

B∗

M−1 AM

)

















(20)

with Ai = αiI2, i = 1, · · · , M with αi being the product of
the i–th row of X , respectively X (m), and its transpose plus
σ2

n. Next, we find the inverse of A using the block matrix
inversion of (18):

A−1 =





Σ−1
D1

−Σ−1
D1

B1D
−1
1

−D−1
1 B∗

1Σ
−1
D1

D−1
1 + D−1

1 B∗
1Σ

−1
D1

B1D
−1
1





(21)
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Table 1: Exploiting STBC structure for matrix inversion.

Let DM−1 = AM , then D
−1
M−1 = α

−1
M

I2 . From (20), we have

DM−2 =

(
AM−1 BM−1

B
∗
M−1 DM−1

)

Starting from i = M − 1,

1. Compute ΣDi
, the 2× 2 Schur complement of Di as follows

ΣDi
= Ai − BiD

−1
i B

∗
i = γiI2

2. Compute Φi defined as

Φi = Σ
−1
Di

BiD
−1
i = γ−1

i BiD
−1
i

3. construct D
−1
i−1 as follows

D
−1
i−1 =

(
γ−1

i I2 −Φi

−Φ
∗
i D

−1
i + γiΦ

∗
i Φi

)

4. Let i = i − 1 and repeat steps 1-3 until i = 1 to get A−1.

with ΣD1 = A1 −B1D
−1
1 B∗

1 is the 2× 2 Schur complement
of D1. We still need to evaluate D−1

1 which could be found
by applying the block matrix inversion formula again to (19).
Since D−1

1 depends on D−1
2 , we need to proceed in a similar

manner to find the matrix inverse of D2. Evaluating D−1
2

requires the knowledge of D−1
3 which can also be computed

by another block matrix inversion. The following properties
of Alamouti–like matrices further reduce the complexity:

• The sum, difference, or product of two Alamouti–like ma-
trices is an Alamouti-like matrix.

• The inverse of an Alamouti-like matrix is Alamouti-like.
• The inverse of a Hermitian block matrix with Alamouti-

like subblocks is another Hermitian block matrix with
Alamouti-like subblocks.

By using these properties, we can show that

• ΣDi
, i = 1, · · · , M − 1, is equal to γiI2. This means that

no matrix inversion is needed to compute the inverse of
A.

• Since A−1 and D−1
i , i = 1, · · · , M − 1, are Hermitian,

then the lower–left submatrix is the complex conjugate of
upper–right submatrix. This also reduces the complexity
since only half of the entries of the matrix need to be
computed.

We summarize the algorithm for matrix inversion in Table
1. By exploiting the structure of the space–time block code,
the computational complexity of the solution is reduced by
approximately 70% over an algorith that would invert the
matrices in (4) or (13) directly.

4. SIMULATION RESULTS

We simulate three different scenarios; the flat fading case,
the frequency selective case with SC-FDE STBC, and the
frequency selective case with OFDM-STBC. The system has
M users, each equipped with two transmit antennas. The
number of receive antennas is equal to the number of users.
The channels from each transmit antenna to each receive an-
tenna are assumed to be independent. The data bits of each
user are mapped into an 8-PSK signal constellation. The
processed symbols are transmitted at a symbol rate equal to
271 KSymbols/sec. The signal to noise ratios of all users at
the receiver are assumed to be equal. For the flat fading sce-
nario, we assume single tap independent channels between
transmit and receive antennas and symbol level Alamouti

STBC [2]. For the frequency selective one, a Typical Urban
(TU) channel model with overall channel impulse response
memory ν equals to 3 is considered for all channels. The
transmitted symbols are grouped into blocks of 32 symbols.
A cyclic prefix is added to each block by copying the first ν
symbols after the last symbol of the same block.

Figure 2 shows the overall system MSE associated with
the different channel estimation techniques presented in this
paper for M = 2.
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Figure 2: MSE performance of channel estimator.

5. CONCLUSIONS

In this paper, we described an efficient channel estimation
technique for STBC transmissions over flat and frequency
selective fading channels. In particular, we showed that the
channel estimation for SC-FDE STBC and OFDM-STBC
collapses to the problem of estimating N parallel flat fading
channels where N is the block size.
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