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ABSTRACT

This work develops an exact converging algorithm for the solution of a distributed optimization problem with partially-coupled parameters across agents in a multi-agent scenario. In this formulation, while the network performance is dependent on a collection of parameters, each individual agent may be influenced by only a subset of the parameters. Problems of this type arise in several applications, most notably in distributed control formulations and in power system monitoring. The resulting coupled exact diffusion strategy is shown to converge to the true optimizer at a linear rate for strongly-convex cost functions.

Index Terms—Distributed optimization, exact diffusion, coupled optimization, multi-agent networks.

I. INTRODUCTION

In most multi-agent formulations of distributed optimization problems, each agent generally has an individual cost function, denoted by $J_k(w)$, and the goal is to minimize the sum of costs:

$$\min_{w \in \mathbb{R}^M} \sum_{k=1}^{N} J_k(w) \quad (1)$$

In this statement, all individual costs depend on one common parameter, $w \in \mathbb{R}^M$, which all agents need to estimate and agree upon [1]–[6]. However, there exist extensive scenarios such as in web-search ranking [7], distributed model predictive control [8], [9], distributed wireless acoustic sensor networks [10], distributed wireless localization [11], and distributed power system monitoring [12], where each local cost may be a function of multiple variables that make up the entries of $w$. This situation motivates us to study a broader problem, where each local cost contains multiple variables that get to be learned by the network cooperatively.

Thus, consider a parameter vector $w \in \mathbb{R}^M$ and assume it is partitioned into $L$ sub-blocks as $w \triangleq \text{col}\{w^1, w^2, \ldots, w^L\}$, with $w^\ell \in \mathbb{R}^{M_\ell}$. Without loss of generality, we assume the variables $\{w^\ell\}$ are different in that they do not share entries. Let $I_k$ denote the set of variable indices that affect the cost of agent $k$ and define:

$$w_k \triangleq \text{col}\{w^\ell\}_{\ell \in I_k} \in \mathbb{R}^{Q_k}, \quad Q_k \triangleq \sum_{\ell \in I_k} M_\ell \quad (2)$$

We are then interested in solving the following optimization problem:

$$\min_{w \in \mathbb{R}^M} J_{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w_k) \quad (3)$$

We denote the optimal solution of (3) by $w^*$:

$$w^* \triangleq \text{col}\{w^1,*, w^2,*, \ldots, w^L,*\} = \arg \min_{w^1,*, w^2,*, \ldots, w^L, *} \sum_{k=1}^{N} J_k(w_k) \quad (4)$$

One important fact to emphasize here is that different agents may be influenced by common sub-vectors of $w$. Therefore, coupling between agents occurs and hence cooperation becomes useful and often necessary. Figure 1 illustrates the formulation for a simple network.

![Fig. 1: A connected network of agents where the cost of each agent is a function of multiple parameters. Different agents generally depend on different sub-vectors of $w = [w^1, w^2, w^3, w^4, w^5]$. Cooperation is beneficial to promote correct inference across the network.](image)

We remark that algorithms that solve (1) can be used to solve (3) by extending each local variable $w_k$ into a longer global variable $w$, which would require unnecessary communications and memory allocation. This is because in (3), each local function contains only a subset of the global variable $w$. This approach can lead to performance degradation relative to the alternative solution proposed in...
this work, which exploits more relaxed conditions — see the illustration and explanations in future Fig. 6. Therefore, solving (3) directly and effectively is important for large scale networks. On the other hand, algorithms that solve (3) are more general and can be used to solve (1). To see this, we let $L = 1$ and $\mathcal{I}_k = \{L\}$, $\forall$ $k$, then problem (3) will depend only on one variable $w \triangleq w^L$. In this case, the cost function becomes $J^\text{glob}(w) \triangleq \sum_{k=1}^{N} J_k(w)$, which is of the same form as problem (1).

Distributed optimization problems of the type (3) have received less attention in the literature. Some related references are [12]–[16]. For example, in [12], an ADMM method is used to solve a distributed power system state estimation with constraints. In [13] an extended ADMM method is used to reduce communications but at the expense of stronger assumptions. In the model predictive control literature [9], [14], [15], most of the methods used are specific for the case where all agents that share a common variable $w^\ell$ form a star shaped subgraph. For example, in [14] another ADMM method is proposed, while [15] uses an inexact fast alternating minimization algorithm; this second method is equivalent to an inexact accelerated proximal-gradient method [16] applied to the dual problem. In all of these methods, a sub-minimization problem is solved at each iteration, which requires an inner iteration unless a closed form solution exists.

In this work, motivated by recent developments in [1], [3], [17], we propose a fully distributed first-order algorithm that does not involve inner minimization sub-problems and enjoys a linear convergence rate for strongly-convex cost functions. Our algorithm generalizes the exact diffusion strategy of [1], [3], [17] to the case of coupled parameters.

**Notation:** We use lowercase letters to denote vectors and scalars, and uppercase letters for matrices. We use $\text{diag}(x_1, ..., x_N)$ or $\text{diag}(x_j)_{j=1}^N$ to denote a (block) diagonal matrix consisting of diagonal entries (blocks) $x_1, ..., x_N$, and use $\text{col}(x_1, ..., x_N)$ or $\text{col}(x_j)_{j=1}^N$ to denote a column vector formed by stacking $x_1, ..., x_N$ on top of each other. For any set $\mathcal{X} = \{n_1, n_2, \cdots, n_x\}$, we let $U = [g_{ij}]_{i,j \in \mathcal{X}}$ denote a matrix that is formed as follows:

$$U = \begin{bmatrix} g_{n_1 n_1} & \cdots & g_{n_1 n_x} \\ \vdots & \ddots & \vdots \\ g_{n_x n_1} & \cdots & g_{n_x n_x} \end{bmatrix}$$ (5)

for some pre-defined scalars $\{g_{ij}\}_{i,j \in \mathcal{X}}$.

**II. PROBLEM FORMULATION AND ALGORITHM DERIVATION**

**II-A. Problem Reformulation**

In order to solve (3) in a distributed manner, we first need to reformulate (3) into an equivalent problem to account for one additional degree of freedom. Recall that the costs of two different agents, say, agents $k$ and $s$, may depend on the same sub-vector, say, $w^\ell$. Thus, we let $w^\ell_k$ denote the local copy of $w^\ell$ residing at agent $k$ and let $w^\ell_s$ denote the local copy of the same $w^\ell$ residing at agent $s$. With this in mind, we redefine $w_k$ from (2) in terms of the local copies, namely, we now write

$$w_k \triangleq \text{col}\{w^\ell_k\}_{\ell \in \mathcal{I}_k} \in \mathbb{R}^{Q_k}$$ (6)

We further let $\mathcal{C}_\ell$ denote the cluster (or sub-network) of nodes that is influenced by the variable $w^\ell$ i.e.,

$$\mathcal{C}_\ell \triangleq \{k \mid \ell \in \mathcal{I}_k\}.$$ (7)

It is necessary to require all local copies $w^\ell_k$ to coincide with each other, which is met by imposing the constraints:

$$w^\ell_k = w^\ell_s, \quad \forall \, k, s \in \mathcal{C}_\ell.$$ (8)

Using relations (6)–(8), we can rewrite problem (3) as:

$$\begin{array}{ll}
\text{minimize} & \sum_{k=1}^{N} J_k(w_k) \\
\text{subject to} & w^\ell_k = w^\ell_s, \quad \forall \, k, s \in \mathcal{C}_\ell, \quad \forall \, \ell \in \{1, \cdots, L\}.
\end{array}$$ (9)

We illustrate the above construction by means of an example.

**Example:** Consider the network with five agents shown in Figure 2a.

**Fig. 2:** (a) A 5-agent network to illustrate the setting of problem (9). (b) Cluster division of the network to highlight the common shared parameters across different agents. The connection between agent 1 and 5 is represented in dashed line to highlight the fact that they do not share any common parameters.
In this network, we have \( w = \text{col}\{w_1, w_2, w_3, w_4\} \), \( I_1 = \{1, 2\} \), \( I_2 = \{1\} \), \( I_3 = \{1, 3\} \), \( I_4 = \{1, 3, 4\} \), and \( I_5 = \{3, 4\} \). Consider further the optimization problem:

\[
\begin{aligned}
\min_{w^k} J_1(w^1, w^2) + J_2(w^1) + J_3(w^3, w^4) + \\
J_4(w^1, w^2, w^4) + J_5(w^3, w^4)
\end{aligned}
\]  

To reformulate problem (10) into an equivalent problem that is amenable to distributed implementation, we introduce \( w^k \) as the local copy of \( w^\ell \) at agent \( k \), and rewrite problem (10) as:

\[
\begin{aligned}
\text{minimize} & \quad J_1(w_1^1, w_1^2) + J_2(w_2^1) + J_3(w_3^3, w_3^4) + \\
& \quad J_4(w_1^1, w_2^2, w_4^4) + J_5(w_3^3, w_5^5), \\
\text{subject to} & \quad w_1^1 = w_2^1 = w_3^3 = w_5^5, \\
& \quad w_2^2 = w_4^4, \\
& \quad w_3^3 = w_4^4 = w_5^5
\end{aligned}
\]  

We next introduce

\[
\begin{aligned}
w_1 & \triangleq \text{col}\{w_1^1, w_2^2\}, \\
w_2 & \triangleq \text{col}\{w_3^3, w_4^4\}, \\
w_3 & \triangleq \text{col}\{w_1^1, w_3^3\}, \\
w_4 & \triangleq \text{col}\{w_4^4, w_5^5\}, \\
w_5 & \triangleq \text{col}\{w_3^3, w_5^5\}
\end{aligned}
\]  

and organize the network into \( L = 4 \) clusters with \( C_1 = \{1, 2, 3, 4\} \), \( C_2 = \{1\} \), \( C_3 = \{3, 4, 5\} \), and \( C_4 = \{4, 5\} \) as shown in Figure 2b. Each cluster \( C_\ell \) encircles the agents that depend on the corresponding parameter \( w^\ell \). Moreover, the links among the agents in each cluster \( C_\ell \) are defined by the links already existent in the network shown in Fig. 2a. Then, problem (11) becomes equivalent to

\[
\begin{aligned}
\min_{w_1, w_2, w_3, w_4} & \quad \sum_{k=1}^{N} J_k(w_k), \\
\text{subject to} & \quad w_k = w_k^\ell, \quad \forall k, s \in C_\ell, \ell = 1, 2, 3, 4.
\end{aligned}
\]  

To solve (9), we associate with each cluster \( C_\ell \) a set of combination weights \( \{a_{\ell,sk}\}_{s,k \in C_\ell} \) such that:

\[
\sum_{s \in C_\ell} a_{\ell,sk} = 1, \quad \sum_{k \in C_\ell} a_{\ell,sk} = 1
\]  

\[
a_{\ell,sk} \geq 0, \quad a_{\ell,sk} = 0 \text{ if } s \notin N_k
\]  

It should be noted that each agent \( k \) gets to choose its own combination weights. For example, let \( n_{\ell,k} = |N_k \cap C_\ell| \) denote the number of agents that belong to \( C_\ell \) and are neighbors of agent \( k \). Then, we can use the Metropolis rule to construct the combination weights \( \{a_{\ell,sk}; s \in N_k \cap C_\ell, \ell \in I_k\} \) that belong to agent \( k \) as follows:

\[
a_{\ell,sk} = \begin{cases} 
\frac{1}{\max\{n_{\ell,k}, n_{r,s}\}}, & \text{if } s \in N_k \cap C_\ell, \ s \neq k \\
1 - \sum_{r \in N_k \cap C_\ell \setminus \{k\}} a_{\ell,rk}, & s = k \\
0, & \text{otherwise}
\end{cases}
\]  

Rem. 2. Each agent is required to know the set \( N_k \cap C_\ell \) for every \( \ell \in I_k \), i.e., to know the collection of neighboring agents that depend on the vector \( w^\ell \). This condition does not require agent \( k \) to know the agents in \( C_\ell \) beyond its neighborhood. In most networked problems of interest, this scenario is satisfied. For instance, in distributed wireless localization [11] and distributed model predictive control [9], [14] there are \( L = N \) variables and it holds that \( I_k = C_k = N_k \) (see simulation section). Hence, the set \( N_k \cap C_\ell \) for every \( \ell \in I_k \) can be easily known by agent \( k \).

We now let \( N_\ell \) denote the cardinality of cluster \( C_\ell \) and define the \( N_\ell \times N_\ell \) cluster combination matrices:

\[
A_\ell \triangleq \{a_{\ell,sk}\}_{s,k \in C_\ell}, \quad \forall \ell \in \{1, \ldots, L\}
\]  

We refer the reader to the notation section to see how construction (22) is formed. In order to derive our distributed algorithm, we introduce the following assumption.

Assumption 1. (Each cluster is a connected subgraph): The combination submatrices \( \{A_\ell\} \) are assumed to be primitive, i.e., we assume that there exists a large enough \( J_0 \) such that the elements of \( A_\ell^{J_0} \) have strictly positive entries. This implies that for any two arbitrary agents in cluster \( C_\ell \), there exists at least one path with nonzero weights \( \{a_{\ell,sk}\}_{s,k \in C_\ell} \) linking one agent to the other. Moreover, at least one self weight \( a_{\ell,kk} \) is nonzero. We further assume each \( A_\ell \) to be symmetric and doubly stochastic.

We note that the assumption that each cluster forms a connected network is not a stringent assumption. In many applications, this condition is automatically satisfied such as in maximum flow problems where it holds that \( C_\ell = N_k \), which in turn implies that the \( C_\ell \) are connected [13], [14]. More generally, most networks of interest
are connected. Therefore, even if some cluster $C_\ell$ is not connected, we can always construct a larger connected cluster $C'_\ell$ such that $C_\ell \subseteq C'_\ell$. For example, consider the following network shown in Fig. 3.

![Fig. 3: A five-agent network with unconnected $C_2$ and $C_3$.](image)

In this network, we have

$$C_1 = \{1, 2, 3, 5\}, \quad C_2 = \{1, 4\}, \quad C_3 = \{3, 5\}, \quad C_4 = \{4\}$$

(23)

Note that $C_4$ is a singleton. Therefore, $w^4$ will be optimized solely and separately by agent $4$, and no communication is needed for that variable. Cluster $C_1$ is connected, and agents $\{1, 2, 3, 5\}$ cooperate in order to optimize $w^1$, with each agent sharing its estimate with neighbors. However, clusters $C_2$ and $C_3$ have disconnected graphs. This implies that agents $1$ and $4$ cannot communicate directly to optimize and reach consensus on $w^1$. Likewise, for agents $\{3, 5\}$ regarding the variable $w^3$. To circumvent this issue, we can redefine the local costs $J_1(w^1, w^2)$ and $J_5(w^1, w^3)$ as

$$J'_1(w^1, w^2, w^3) \triangleq J_1(w^1, w^2) + 0 \cdot w^3$$

(24)

$$J'_5(w^1, w^2, w^3) \triangleq J_5(w^1, w^3) + 0 \cdot w^2$$

(25)

By doing so, the augmented costs $J'_1(w^1, w^2, w^3)$ and $J'_5(w^1, w^2, w^3)$ now involve $w^3$ and $w^2$, respectively, and the new clusters become

$$C'_2 = \{1, 4, 5\}, \quad C'_3 = \{1, 3, 5\}$$

(26)

which are connected and satisfy $C_2 \subseteq C'_2$ and $C_3 \subseteq C'_3$. Therefore, in this scenario, agents $\{1, 4, 5\}$ will now cooperate to optimize $w^2$ with agent $5$ acting as a connection that allows information about $w^2$ to diffuse in the cluster. Likewise, for agents $\{1, 3, 5\}$, with agent $1$ allowing information about $w^1$ to diffuse in the cluster. A second extreme approach would be to extend each local variable $w_k$ to the global variable $w$, which reduces problem (3) to the formulation (1). We remark that the task of embedding smaller clusters into larger connected clusters can be achieved in a distributed fashion [13].

The following two auxiliary results are proven in [3].

**Lemma 1.** For any $Q \times Q$ primitive, symmetric and doubly stochastic matrix $A$, it holds that $I_Q - A$ is symmetric and positive semi-definite. Moreover, if we introduce the eigen-decomposition $\frac{1}{2}(I_Q - A) = U\Sigma U^T$, where $U$ is orthogonal, and the symmetric square-root matrix:

$$V = U\Sigma^{1/2}U^T \in \mathbb{R}^{Q \times Q}$$

(27)

then, it holds that:

$$\text{null}(V) = \text{null}(I_Q - A) = \text{span}\{1_Q\}$$

(28)

where $1_Q$ denotes a column vector of size $Q \times 1$ with all its entries equal to one.

**Corollary 1.** For the same setting of Lemma 1, let $A = A \otimes I_M$, where $\otimes$ denotes the Kronecker product operation. Then, it holds that

$$\text{null}(I - A) = \text{span}\{1_Q \otimes I_M\}$$

(29)

Moreover, for any block vector $x = \text{col}\{x^1, \ldots, x^Q\}$ in the nullspace of $I - A$ with entries $x^k \in \mathbb{R}^M$, it holds that:

$$(I - A)x = 0 \iff x^1 = x^2 = \ldots = x^Q$$

(30)

If we further let $V = V \otimes I_M$, then we have:

$$Vx = 0 \iff (I - A)x = 0 \iff x^1 = x^2 = \ldots = x^Q$$

(31)

Corollary 1 allows us to rewrite the constraints in (9) in an equivalent form that is amenable to distributed implementations. First, for each parameter vector $w^\ell$, we collect its local copies into the extended vector

$$w^\ell \triangleq \text{col}\{w_k^\ell\}_{k \in C_\ell} \in \mathbb{R}^{N_\ell M}$$(32)

With this notation, we can rewrite the cost function in problem (9) as

$$J(w^1, w^2, \ldots, w^L) \triangleq \sum_{k=1}^N J_k(w_k).$$

(33)

Now recalling that each cluster $C_\ell$ is associated with a symmetric and doubly stochastic combination matrix $A_\ell$ defined in (22), we appeal to Lemma 1 to decompose

$$\frac{1}{2}(I_{N_\ell} - A_\ell) = U_\ell \Sigma_\ell U_\ell^T.$$  

(34)

If we let

$$V_\ell \triangleq U_\ell \Sigma_\ell^{-1/2} U_\ell^T,$$

(35)

$$V_\ell \triangleq V_\ell \otimes I_{M_\ell},$$

(36)

then using Corollary 1 and the definition of $w^\ell$ in (32) we get

$$w_k^\ell = w_s^\ell; \quad \forall \ k, s \in C_\ell \iff V_\ell w^\ell = 0, \quad \forall \ \ell.$$  

(37)

Using relations (33) and (37), we can rewrite problem (9) equivalently as

$$\begin{align*}
&\text{minimize}_{w^1, \ldots, w^L} \quad J(w^1, \ldots, w^L) \\
&\text{subject to} \quad V_\ell w^\ell = 0, \quad \forall \ \ell
\end{align*}$$

(38)
To rewrite problem (38) more compactly, we introduce
\[ V \triangleq \text{diag}\{V_\ell\}_{\ell=1}^L \]  
(39)
and
\[ W \triangleq \text{col}\{W_\ell\}_{\ell=1}^L \in \mathbb{R}^S \]  
(40)
\[ J(W) \triangleq J(W^1, \ldots, W^L) \]  
(41)
where \( S \triangleq \sum_{\ell=1}^L N_\ell M_\ell \). Then, problem (38) becomes:
\[ \text{minimize}_{W} J(W), \text{ s.t. } \forall W = 0 \]  
(42)
For ease of reference, we summarize the notation in Table I.

| \( L_k \) | The set of variable indices that influence the cost of agent \( k \). |
| \( w_k \) | Local copy of \( w^* \) at agent \( k \). |
| \( w_k \) | Collection of parameters influencing agent \( k \), \( w_k = \text{col}\{w_k^\ell\}_{\ell \in C_k} \). |
| \( C_\ell \) | Cluster of nodes that is influenced by the variable \( w^\ell \). |
| \( v^\ell \) | Stacks all local copies of \( w^\ell \) across \( C_\ell \). |
| \( v \) | Stacks \( w^\ell \) for all parameters, \( v = \text{col}\{w^\ell\}_{\ell=1}^L \). |

Table I: A listing of the main symbols used in the problem formulation and their interpretation.

II-B. Algorithm Development

We can now arrive at the Coupled Exact Diffusion Algorithm (62a)–(62c) listed further ahead, by adjusting the arguments of [3]. We first note that
\[ Y^2 = \text{diag}\{Y^2\}_{\ell=1}^L = \frac{1}{2}(I_S - A) \]  
(43)
where
\[ A \triangleq \text{diag}\{A_\ell\}_{\ell=1}^L. \]  
(44)
Next, we introduce the augmented Lagrangian:
\[ \mathcal{L}_a(w, y) = J(w) + \frac{1}{\mu}Y^T Y w + \frac{1}{2\mu} \|Y w\|^2 \]
\[ = J(w) + \frac{1}{\mu}Y^T Y w + \frac{1}{4\mu}Y^T (I - A) w \]  
(45)
where \( \mu > 0 \) is a scaling parameter, and \( y = \text{col}\{y^1, \ldots, y^L\} \) is a dual variable with each block \( y^\ell = \text{col}\{y_\ell^k\}_{k \in C_\ell} \in \mathbb{R}^{N_\ell M_\ell} \). Employing a standard primal-descent dual-ascent saddle point algorithm we get the following recursions using \( \mu \) as a step-size parameter:
\[ w_i = w_{i-1} - \mu \nabla_w \mathcal{L}_a(w_{i-1}, y_{i-1}) \]  
(46)
\[ y_i = y_{i-1} + \mu \left( \frac{1}{\mu}Yw_i \right) = y_{i-1} + Yw_i \]  
(47)
The gradient vector appearing in (46) will involve three terms and, therefore, the update in (46) can be implemented in an incremental form. Specifically, referring to (45), let
\[ D(w) = \frac{1}{4\mu}Y^T (I - A) w, \quad G(w, y) = \frac{1}{\mu}Y^T Y w \]  
(48)
so that:
\[ \mathcal{L}_a(w, y_{i-1}) = J(w) + D(w) + G(w, y_{i-1}) \]  
(49)
All three terms on the right-hand side depend on \( w \). We can then implement the gradient descent operation in (46) in three successive steps and obtain the incremental form:
\[ \theta_i = w_{i-1} - \mu \nabla_w J(w_{i-1}) \]  
(50)
\[ \phi_i = \theta_i - \mu \nabla_u D(\theta_i) = \frac{1}{2}(I_S + A) \theta_i = \bar{A} \theta_i \]  
(51)
\[ w_i = \phi_i - \mu \nabla_u G(\phi_i, y_{i-1}) = \phi_i - Y y_{i-1} \]  
(52)
where in (51) we introduced :
\[ \bar{A} \triangleq \frac{1}{2}(I_S + A) \]  
(53)
Now if we substitute (50) and (51) into (52) we get:
\[ w_i = \bar{A} \left( w_{i-1} - \mu \nabla_w J(w_{i-1}) \right) - Y y_{i-1} \]  
(54)
Replacing (46) with (54), the resulting algorithm becomes:
\[ \begin{cases} 
   w_i = \bar{A} \left( w_{i-1} - \mu \nabla_w J(w_{i-1}) \right) - Y y_{i-1} \\
   y_i = y_{i-1} + Y w_i
\end{cases} \]  
(55)
We can rewrite (55) in a simpler form by eliminating the dual variable \( y \). First, we initialize \( y_{-1} = 0 \) and \( w_{-1} \) to any value. Hence, for \( i = 0 \) we have:
\[ \begin{cases} 
   w_0 = \bar{A} \left( w_{-1} - \mu \nabla_w J(w_{-1}) \right) \\
   y_0 = Y w_0
\end{cases} \]  
(56)
Moreover, by subtracting two successive iterations of (55) for \( i = 1, 2, \ldots \) we get:
\[ w_i - w_{i-1} = -Y (y_{i-1} - y_{i-2}) + \bar{A} \left( w_{i-1} - w_{i-2} - \mu (\nabla_w J(w_{i-1}) - \nabla_w J(w_{i-2})) \right) \]  
(57)
From the second step in (55) we have:
\[ Y (y_{i-1} - y_{i-2}) = \nabla^2 w_{i-1} - \frac{1}{2}(I_S - A) w_{i-1} \]  
(58)
Substituting (58) into (57), we arrive at:
\[ w_i = \bar{A} \left( 2w_{i-1} - w_{i-2} - \mu (\nabla_w J(w_{i-1}) - \nabla_w J(w_{i-2})) \right) \]  
(59)
Algorithm (59) looks similar to the one in [3]. However, there are two subtle differences. First, the combination matrix \( \bar{A} = \frac{1}{2}(I_S + \text{diag}\{A_\ell\}_{\ell=1}^L) \) has a block diagonal structure and, second, the gradient \( \nabla_w J(w) \) couples the variables \( \{w^\ell\} \) across the clusters. To see this, we note that the gradient vector is given by
\[ \nabla_w J(w) = \begin{bmatrix} \nabla_{w^1} J(w) \\ \vdots \\ \nabla_{w^L} J(w) \end{bmatrix} \]  
(60)
with each $\nabla_w \mathcal{J}(w)$ having the following form:

$$\nabla_w \mathcal{J}(w) = \col \{ \nabla w_k J_k(w_k) \}_{k \in C}$$(61)

It is clear that each block $\col \{ \nabla w_k J_k(w_k) \}_{k \in C}$ depends on other clusters since the argument in $J_k(w_k)$ is $w_k$ and agent $k$ may belong to more than one cluster. For the special case that there exist only one cluster (i.e., $L = 1$, $w_k = w^k_k$, and $A = A_1$), we recover the Algorithm in [3]. We can rewrite (59) in an equivalent distributed form, as listed in (62a)–(62c). In this listing, the variables $\psi_{k,i}$ and $\phi_{k,i}$ have the same structure as $w_{k,i}$, i.e., $\psi_{k,i} = \col \{ \phi_{k,i} \}_{i \in I_k}$ and $\phi_{k,i} = \col \{ \phi_{k,i} \}_{i \in I_k}$.

**Algorithm (Coupled Exact Diffusion Strategy)**

**Setting:** Let $\bar{A}_k = (I_{N_k} + A_k)/2$, and $w_{k,-1} = w_{k,-1}$ arbitrary. For every agent $k$, repeat for $i = 0, 1, 2, ...$

$$\psi_{k,i} = w_{k,i-1} - \mu \nabla w_k J_k(w_{k,i-1})$$ (62a)

$$\phi_{k,i} = \psi_{k,i} + w_{k,i-1} - \psi_{k,i-1}$$ (62b)

$$w_{k,i} = \sum_{s \in N_k \cap C} a_{s,k} \phi_{s,i}, \quad \forall \ell \in I_k$$ (62c)

Before we examine the convergence properties of the proposed algorithm, we introduce the following common assumption.

**Assumption 2. (Individual Costs):** It is assumed that the individual cost functions $J_k(w_k)$ are each twice-differentiable, convex, and have Hessian matrices that are bounded from above:

$$\nabla^2 w_k J_k(w_k) \leq \kappa_{k,\max} I_{M_k}$$ (63)

Moreover, for every cluster $C_k$ there exists at least one agent $k_{\ell}$ such that:

$$\nabla^2 w_k J_k(w_k) \geq \lambda_{k_{\ell},\min}$$ (64)

for some strictly positive scalars $\{ \lambda_{k,\min} \}$ and $\{ \lambda_{k,\max} \}$.

Note that assumption (64) is similar to requiring at least one of the costs $J_k(\cdot)$ to be strongly convex within each cluster – see [1], [2]. This guarantees that the aggregate cost is strongly convex, and therefore a unique minimizer exists.

**Lemma 2. (An optimality condition)** If block vectors $(w^*, y^*)$ exist that satisfy:

$$\mu A \nabla_w \mathcal{J}(w^*) + \nabla y^* = 0$$ (65)

$$\nabla w^* = 0$$ (66)

then, it holds that each entry in each sub-block of the vector $w^*$ (i.e., block entries of $w^{\ell,*}$) satisfy:

$$w^{\ell,*}_k = w^{\ell,*}_k, \quad k \in C$$ (67)

where $w^{\ell,*}$ is the $\ell$-th block of $w^*$ defined in (4), the unique solution of problem (3).

**Proof:** First let $w^{\ell,*} = \col \{ w^{\ell,*}_k \}_{k \in C}$ and note that $\forall w^* = \col \{ w^{\ell,*}_k \}_{k \in C}$.

We now show that $w^{\ell,*}_k = w^{\ell,*}_k$. Let $Z = \diag \{ I_{N_k} \otimes I_{M_k} \}_{k \in C}$ and multiply (65) by $Z^T$ from the left:

$$0 = \mu Z^T A \nabla_w \mathcal{J}(w^*) + Z^T \nabla y^*$$

(a)

$$= \mu Z^T A \nabla_w \mathcal{J}(w^*)$$

(b)

$$= \mu \left[ \sum_{k \in C} \nabla w_k J_k(w^*_k) \right]$$ (69)

where step (a) is because $Z^T \nabla y^* = 0$, since $Z$ is in the null space of $\nabla y^*$. Step (b) is because of (60)–(61) and the fact that $Z^T A = Z^T$. Equations (68) and (69) are the optimality conditions for problem (9). Therefore, we conclude that for every $k$, the entries $\{ w^{\ell,*}_k \}$, which are identical, must coincide with the minimizer $w^{\ell,*}$, which is the $\ell$-th block of the minimizer $w^*$ of problem (3).

We remark that $w^*$ is unique due to the fact that $w^*$ is unique since $J^{\text{glob}}(w)$ is assumed strongly convex. However, $y^*$ is not necessarily unique due the fact that $\nabla y^*$ can be rank-deficient. It can be shown that there exists a unique solution $y^*$ lying in the span of $\nabla y^*$.

**Lemma 3. (Particular solution pair)** When $\mathcal{J}(w)$ is strongly convex and the combination matrices $\{ A_k \}$ are primitive, symmetric, and doubly stochastic, there exists a unique pair of variables $(w^*, y^*)$ in which $y^*$ lies in the range space of $\nabla y^*$, and the optimality conditions (65)–(66) are satisfied.

**Proof:** Omitted for brevity — see the arguments in [3], [17] though.

**Theorem 1. (Linear convergence):** Suppose Assumptions 1 and 2 hold, then the coupled exact diffusion algorithm (55) converges exponentially fast to $(w^*, y^*)$ for step-sizes $\mu \leq \mu_0$ for some small enough $\mu_0$.

**Proof:** Omitted for brevity — see the arguments in [17].

**III. EXAMPLE AND SIMULATION RESULTS**

In this section we illustrate the operation of the algorithm by considering a situation in which the individual costs are quadratic. Each agent $k$ seeks to estimate its own variable $w^k_k \in \mathbb{R}^{M_k}$ but is affected by the neighboring variables $\{ w^{\ell}_k : \ell \in N_k \}$ (i.e., $L = N$ and $I_k = N_k$), through a cost of the form:

$$J_k(w_k) = w^T_k R_k w_k + b^T_k w_k + r_k$$

$$= \sum_{s \in N_k} \sum_{\ell \in N_k} (w^s)^T R_{k,\ell} w^\ell + \sum_{\ell \in N_k} b_{k,\ell} w^\ell + r_k$$ (70)
where \( w_k \triangleq \text{col}\{ w^{\ell} \}_{\ell \in N_k} \), \( R_k \) is a \( Q_k \times Q_k \) positive definite matrix, and \( b_k \in \mathbb{R}^{Q_k} \). We partition \( R_k \) and \( b_k \) into block matrices \( \{ R_{k, st} \in \mathbb{R}^{M_k \times M_k} \} \) and block vectors \( \{ b_{k, L} \in \mathbb{R}^{M_k} \} \) according to the block structure of \( w_k \). Each agent \( k \) only knows its local quantities \( \{ R_k, b_k \} \). The aggregate cost is given by

\[
J_{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w_k) = w^T R w + b^T w \tag{71}
\]

where

\[
R \triangleq \begin{bmatrix}
\sum_{k=1}^{N} R_{k,11} & \cdots & \sum_{k=1}^{N} R_{k,1L} \\
\vdots & \ddots & \vdots \\
\sum_{k=1}^{N} R_{k,L1} & \cdots & \sum_{k=1}^{N} R_{k,L_L}
\end{bmatrix}, \tag{72}
\]

\[
b \triangleq \begin{bmatrix}
\sum_{k=1}^{N} b_{k,1} \\
\vdots \\
\sum_{k=1}^{N} b_{k,L}
\end{bmatrix} \tag{73}
\]

with

\[
R_{k, st} = 0, \ b_{k, L} = 0, \text{ if } \ell \notin N_k \text{ or } s \notin N_k \tag{74}
\]

Cost functions of the type (71) are common in the control literature, specifically in distributed linear quadratic regulator (LQR) problems [9], [14]. In our simulation, we consider a randomly generated network with \( N = 20 \) agents shown in Figure 4, where neighbors are decided by closeness in distance. We randomly generate \( R_k \) and \( b_k \). The matrices \( \{ A_k \} \) are generated using the Metropolis rule (21). Figure 5 shows the relative error \( (\| w_1 - w^* \|_2 / \| w_0 - w^* \|_2) \) with \( M_L = 10 \) for all variables and step size \( \mu = 0.015 \). We observe that the coupled exact diffusion algorithm (62a)–(62c) converges linearly to \( w^* \). Figure 6 compares the proposed algorithm to the exact diffusion algorithm [3], [17]. In this figure we used \( M_L = 5 \) for all variables and step size \( \mu = 0.01 \) for both algorithms. We also used the Metropolis rule to create the combination matrices. We conclude that, in the case of problem formulation (3), it is not efficient to extend each local vector to the global one and then solve this extended problem [3], [17]. This can be reasoned as follows. First, extending each local vector implies that each Hessian matrix has a zero eigenvalue, which destroys the strong convexity of the individual costs used in this simulation. In comparison, the proposed coupled exact diffusion algorithm takes advantage of the strong convexity of the individual cost. Second, each agent using exact diffusion combines every entry with the same weights, which limits the flexibility of choosing more weights for more important entries. For example, agent 8 in Fig. 4 using exact diffusion, estimate the entire \( w_{s,i} = \{ w_{s,i}^{\ell} \}_{\ell = 1}^{20} \) by sharing and combining all entries of \( \phi_{s,i} = \{ \phi_{s,i}^{\ell} \}_{\ell = 1}^{120} \) according to the combination step.
IV. CONCLUSION

In this work, we solved a distributed optimization problem where each agent cost depends on multiple parameters, and agents are coupled in that they may share similar parameters. The proposed coupled exact diffusion strategy enjoys a linear convergence rate for strongly-convex cost functions and extends the exact diffusion approach of [3], [17] to the case of partially-coupled agent behavior.
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