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This second volume, Inference, builds on the foundational topics established in volume I to introduce students to techniques for inferring 
unknown variables and quantities, including Bayesian inference, Markov chain Monte Carlo methods, maximum likelihood, variational inference, 
hidden Markov models, Bayesian networks, and reinforcement learning. A consistent structure and pedagogy is employed throughout this 
volume to reinforce student understanding, with over 350 end-of-chapter problems (including solutions for instructors), 180 solved examples, al-
most 200 figures, datasets and downloadable Matlab code. Supported by sister volumes Foundations and Learning, and unique in its scale and 
depth, this textbook sequence is ideal for early-career researchers and graduate students across many courses in signal processing, machine 
learning, statistical analysis, data science and inference.

Preface
Notation
27.  Mean-Square-Error 

inference
28. Bayesian inference
29. Linear regression
30. Kalman filter

31. Maximum likelihood
32.  Expectation 

maximization
33. Predictive modeling
34. Expectation propagation
35. Particle filters
36. Variational inference

37.  Latent Dirichlet 
allocation

38. Hidden Markov models
39. Decoding HMMs
40.  Independent component 

analysis
41. Bayesian networks

42. Inference over graphs
43. Undirected graphs
44.  Markov decision 

processes
45.  Value and policy 

iterations
46. T emporal difference 

learning
47. Q-learning
48.  Value function 

approximation
49. Policy gradient methods
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This final volume, Learning, builds on the foundational topics established in volume I to provide a thorough introduction to learning methods, 
addressing techniques such as least-squares methods, regularization, online learning, kernel methods, generalization theory, feedforward, 
convolutional, recurrent, and generative neural networks, meta learning, explainable learning, and adversarial attacks. A consistent structure and 
pedagogy is employed throughout this volume to reinforce student understanding, with over 350 end-of-chapter problems (including solutions 
for instructors), 280 figures, 100 solved examples, datasets and downloadable Matlab code. Supported by sister volumes Foundations and 
Inference, and unique in its scale and depth, this textbook sequence is ideal for early-career researchers and graduate students across many 
courses in signal processing, machine learning, data and inference.

Preface
Notation
50. Least-squares problems
51. Regularization
52. Nearest-neighbor rule
53. Self-organizing maps
54. Decision trees

55. Naive Bayes classifier
56.  Linear discriminant 
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58. Dictionary learning
59. Logistic regression
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63. Kernel methods
64. Generalization theory
65.  Feedforward neural 

networks

66. Deep belief networks
67. Convolutional networks
68. Generative networks
69. Recurrent networks
70. Explainable learning
71. Adversarial attacks
72. Meta learning
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INFERENCE AND LEARNING 
FROM DATA 

For more information, and to request your examination copy, 
visit www.cambridge.org/9781009218122

For more information, and to request your examination copy, 
visit www.cambridge.org/9781009218269

For more information, and to request your examination copy, 
visit www.cambridge.org/9781009218283

This extraordinary three-volume work, written in an engaging and rigorous style by a world authority in the field, provides an accessible, 
comprehensive introduction to the full spectrum of mathematical and statistical techniques underpinning contemporary methods in data-driven 
inference and learning.

KEY FEATURES
• A phenomenal contribution by a world authority in the field
• Unique in its scale and depth, this is a comprehensive treatment of important methods in data-driven learning and inference
• Over 1300 end-of-chapter problems (with solutions for instructors), 600 figures and 470 in-text solved examples
• Covers sufficient topics across the volumes for the construction of a variety of courses covering a wide range of themes

Contents
Preface
Notation
1. Matrix theory
2. Vector differentiation
3. Random variables
4. Gaussian distribution
5. Exponential distributions
6. Entropy and divergence
7. Random processes

8. Convex functions
9. Convex optimization
10. Lipschitz conditions
11. Proximal operator
12.  Gradient descent 

method
13.  Conjugate gradient 

method
14. Subgradient method
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descent methods
16. Stochastic optimization
17.  Adaptive gradient 

methods
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I: Stochastic gradient 
algorithms

20. Convergence analysis 
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algorithms
21: Convergence analysis 
III: Stochastic proximal 
algorithms
22. Variance-reduced 
methods I: Uniform sampling
23. Variance-reduced 
methods II: Random 
reshuffling
24. Nonconvex optimization

25. Decentralized 
optimization I: Primal 
methods
26: Decentralized 
optimization II: Primal-dual 
methods
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CONTENTS

The first volume, Foundations, introduces core topics in inference and learning, such as matrix theory, linear algebra, random variables, convex 
optimization, stochastic optimization, and decentralized methods, and prepares students for studying their practical application in later volumes. 
A consistent structure and pedagogy is employed throughout this volume to reinforce student understanding, with over 600 end-of-chapter 
problems (including solutions for instructors), 100 figures, 180 solved examples, datasets and downloadable Matlab code. Supported by sister 
volumes Inference and Learning, and unique in its scale and depth, this textbook sequence is ideal for early-career researchers and graduate 
students across many courses in signal processing, machine learning, statistical analysis, data science and inference.
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