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ABSTRACT

Driven by the need to solve increasingly complex optimization problems in signal processing and machine learning, recent years have seen rising interest in the behavior of gradient-descent based algorithms in non-convex environments. Most of the works on distributed non-convex optimization focus on the deterministic setting, where exact gradients are available at each agent. In this work, we consider stochastic cost functions, where exact gradients are replaced by stochastic approximations and the resulting gradient noise persistently seeps into the dynamics of the algorithm. We establish that the diffusion algorithm continues to yield meaningful estimates in these more challenging, non-convex environments, in the sense that (a) despite the distributed implementation, restricted to local interactions, individual agents cluster in a small region around a common and well-defined vector, which will carry the interpretation of a network centroid, and (b) the network centroid inherits many properties of the centralized, stochastic gradient descent recursion, including the return of an $O(1/\mu^2)$-mean-square-stationary point in at most $O(1/\mu^2)$ iterations.

Index Terms— Stochastic optimization, adaptation, non-convex, gradient noise, stationary points.

1. INTRODUCTION

The broad objective of distributed adaptation and learning is the solution of global, stochastic optimization problems over distributed networks through localized interactions and in the absence of information about the statistical properties of the data. When constant, rather than diminishing, step-sizes are employed, the resulting algorithms are adaptive in nature and able to adapt to drifts in the problem or data statistics. In this work, we consider a collection of $N$ agents, where each agent is equipped with a stochastic risk of the form $J_k(w) \triangleq E_x Q_k(w; x)$ and the objective of the network is to seek the Pareto solution:

$$\min_w J(w), \quad \text{where } J(w) \triangleq \sum_{k=1}^N p_k J_k(w) \quad (1)$$

and $p_k$ are positive weights that are normalized to add up to one and will be specified further below. In (1), the variable $x$ represents data and expectations are computed relative to the distribution of this data. Algorithms for the solution of (1) have been studied extensively over recent years both with inexact [11,3] and exact [4,6] gradients. Here, we shall focus on the following Adapt-then-Combine variation of the diffusion algorithm [2]:

$$\begin{align*}
\phi_{k,i} &= w_{k,i-1} - \mu \nabla J_k(w_{k,i-1}) \quad (2a) \\
w_{k,i} &= \sum_{\ell=1}^N a_{\ell k} \phi_{\ell,i} \quad (2b)
\end{align*}$$

where $\nabla J_k(\cdot)$ denotes a stochastic approximation to the true local gradient $\nabla J_k(\cdot)$ and $a_{\ell k}$ are convex combination weights satisfying:

$$a_{\ell k} \geq 0, \quad \sum_{\ell \in N_k} a_{\ell k} = 1, \quad a_{\ell k} = 0 \text{ if } \ell \notin N_k \quad (3)$$

where $N_k$ denotes the set of neighbors of agent $k$.

Assumption 1 (Strongly-connected graph). We shall assume that the graph described by the weighted combination matrix $A \triangleq \{a_{\ell k}\}$ is strongly-connected.

It then follows from the Perron-Frobenius theorem [2,7,8], that $A$ has a single eigenvalue at one while all other eigenvalues are inside the unit circle, so that $\rho(A) = 1$. Moreover, if we let $p$ denote the right-eigenvector of $A$ that is associated with the eigenvalue at one, and if we normalize the entries of $p$ to add up to one, then it also holds that all entries of $p$ are strictly positive, i.e.,

$$Ap = p, \quad 1^T p = 1, \quad p_k > 0 \quad (4)$$

where the $\{p_k\}$ denote the individual entries of the Perron vector, $p$.

The performance of the diffusion algorithm [2a,2b] has been studied extensively in differentiable settings [3,9], with extensions to multi-task [10], constrained [11] and non-differentiable [12,13] environments. A common assumption in these works, along with others studying the behavior of distributed optimization algorithms, is that of convexity (or strong-convexity) of the aggregate risk $J(w)$. While many problems of interest such as least-squares estimation [2], logistic regression [2], and support vector machines [14] are convex, there has been increased interest in the optimization of non-convex cost functions. Such problems appear frequently in the design of robust estimators [15] and the training of more complex machine learning architectures such as those involving dictionary learning [16] and artificial neural networks [17].

As a result, recent works have pursued the development and study of optimization algorithms for non-convex problems, both in the deterministic and stochastic setting [18,19]. Works on distributed non-convex optimization so far have largely focused on the deterministic setting, where exact gradients are available [20,22]. Other related works consider stochastic gradient approximations, but require a central master node [23], resulting in parallel, rather than a truly distributed implementation, or require a diminishing step-size [24], rendering them inapplicable in scenarios that call for continuous adaptation. In contrast, we shall focus on implementations
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that employ stochastic gradient approximations and constant stepsizes, and do not require a central communication hub. This is motivated by two considerations. First, computation of the exact gradients \( \nabla J_k (\cdot) \) may be infeasible in practice because (a) data may be streaming in, making it impossible to compute \( \nabla E \), \( Q_k (\cdot; x) \) in the absence of knowledge about the distribution of the data or (b) the data set, while available as a batch, may be so large that efficient computation of the full gradient is infeasible. Second, and perhaps surprisingly, there have been observations in the literature commenting on the benefit of introducing gradient perturbations into the optimization of non-convex functions \([18,19]\). These observations are mainly motivated by the fact that gradient perturbations move iterates “out” of unstable saddle-points and towards more stable local minima, which are generally preferable \([17]\). Some works have pursued rigorous analytical justifications of this behavior for the class of strict saddle-points \([18,19]\).

We first establish that in non-convex environments, as is the case in the strongly-convex setting (see for example \([1]\)), the evolution of the iterates \( w_{k,c} \) continues to be well-described by the evolution of the weighted centroid vector \( \sum_{k=1}^{N} p_k w_{k,c} \), in the sense that the iterates cluster around the network centroid after sufficient iterations. This observation allows us to establish an approximate descent relation for the network centroid, which mirrors that for the centralized stochastic gradient descent up to constants (see for example \([18]\), and use this relation to establish that the network centroid, around which all agents cluster, will reach an \( O(\mu) \)-mean-square-stationary point after at most \( O(1/\mu^2) \) iterations.

2. EVOLUTION ANALYSIS

We perform the analysis under the following common assumptions on the gradients and their approximations.

Assumption 2 (Lipschitz gradients). For each \( k \), the gradient \( \nabla J_k (\cdot) \) is Lipschitz, namely, for any \( x, y \in \mathbb{R}^M \):

\[
\| \nabla J_k (x) - \nabla J_k (y) \| \leq \delta \| x - y \| \quad (5)
\]

In light of \([1]\) and Jensen’s inequality, this implies for the aggregate cost:

\[
\| \nabla J(x) - \nabla J(y) \| \leq \delta \| x - y \| \quad (6)
\]

Assumption 3 (Bounded gradients). For each \( k \), the gradient \( \nabla J_k (\cdot) \) is bounded, namely, for any \( x \in \mathbb{R}^M \):

\[
\| \nabla J_k (x) \| \leq G \quad (7)
\]

Assumption 4 (Gradient noise process). For each \( k \), the gradient noise process is defined as

\[
s_{k,c}(w_{k,i-1}) = \nabla J_k (w_{k,i-1}) - \nabla J_k (w_{k,i-1}) \quad (8)
\]

and satisfies

\[
\mathbb{E} [s_{k,c}(w_{k,i-1}) | w_{k,i-1}] = 0 \quad (9a)
\]

\[
\mathbb{E} [\| s_{k,c}(w_{k,i-1}) \|^2 | w_{k,i-1}] \leq \beta^2 \| \nabla J_k (w_{k,i-1}) \|^2 + \sigma^2 \quad (9b)
\]

for some non-negative constants \( \beta^2, \sigma^2 \).

2.1. Centroid recursion

In analyzing the recursions, it turns out to be useful to introduce the following extended quantities, which collect variables from across the network:

\[
\mathcal{A} \triangleq A \otimes I_M \quad (11)
\]

\[
\hat{g}(\mathcal{W}) \triangleq \mathcal{A} \left( \mathcal{W}_{i-1} - \mu \hat{g}(\mathcal{W}_{i-1}) \right) \quad (12)
\]

We can then write the diffusion recursion \([2a]-[2b]\) compactly as

\[
\mathcal{W}_i = \mathcal{A}^T (\mathcal{W}_{i-1} - \mu \hat{g}(\mathcal{W}_{i-1})) \quad (13)
\]

Multiplying both sides of \((13)\) by \((p^T \otimes I)\) from the left, we obtain in light of \([4]\):

\[
(p^T \otimes I) \mathcal{W}_i = (p^T \otimes I) (p \otimes I) \mathcal{W}_{i-1} - \mu (p^T \otimes I) \hat{g}(\mathcal{W}_{i-1}) \quad (14)
\]

Letting \( \mathcal{W}_{c,i} = \sum_{k=1}^{K} p_k w_{k,i} = (p^T \otimes I) \mathcal{W}_i \) and exploiting the block-structure of the gradient term, we find:

\[
\mathcal{W}_{c,i} = \mathcal{W}_{c,i-1} - \mu \sum_{k=1}^{N} p_k \nabla J_k (w_{k,i-1}) \quad (15)
\]

Note that \( \mathcal{W}_{c,i} \) is essentially a convex combination of estimates across the network and can be viewed as a weighted centroid. The recursion for \( \mathcal{W}_{c,i} \) is reminiscent of a stochastic gradient step associated with the aggregate cost \( \sum_{k=1}^{N} p_k J_k (w) \) with the exact gradients \( \nabla J_k (\cdot) \) replaced by stochastic approximations \( \nabla J_k (\cdot) \) and the stochastic gradients evaluated at \( w_{k,i-1} \), rather than \( w_{c,i-1} \). In fact, we can write:

\[
\mathcal{W}_{c,i} = \mathcal{W}_{c,i-1} - \mu \sum_{k=1}^{N} p_k \nabla J_k (w_{c,i-1}) - \mu \nabla J_k (w_{c,i-1}) \quad (16)
\]

where we defined the perturbation terms:

\[
d_{i-1} \triangleq \sum_{k=1}^{N} p_k \left( \nabla J_k (w_{k,i-1}) - \nabla J_k (w_{c,i-1}) \right) \quad (17)
\]

\[
s_i \triangleq \sum_{k=1}^{N} p_k \left( \nabla J_k (w_{k,i-1}) - \nabla J_k (w_{c,i-1}) \right) \quad (18)
\]

Observe that \( d_{i-1} \) arises from the disagreement within the network, and in particular that if each \( w_{k,i-1} \) remains close to the network centroid \( w_{c,i-1} \), the perturbation will be small in light of the Lipschitz condition \([5]\) on the gradients. The second perturbation term \( s_i \) arises from the noise introduced by stochastic gradient approximations at each agent. The remainder of this work is dedicated to establishing that recursion \((16)\) will continue to exhibit some of the desired properties of (centralized) gradient descent, despite the presence of persistent and coupled perturbation terms.

2.2. Network disagreement

To begin with, we study more closely the evolution of the individual estimates \( w_{k,i} \) relative to the network centroid \( \mathcal{W}_{c,i} \). From \((16)\), we have:

\[
\mathcal{W}_{c,i} \triangleq I \otimes w_{c,i} = \left( I p^T \otimes I \right) \mathcal{W}_{i-1} - \mu \hat{g}(\mathcal{W}_{i-1}) \quad (19)
\]
and hence:

\[
\mathbf{w}_i - \mathbf{w}_{c,i} = (A^T - I) (\mathbf{w}_{i-1} - \mu \hat{g}(\mathbf{w}_{i-1})) \equiv (A^T - I) (\mathbf{w}_{i-1} - \mu \hat{g}(\mathbf{w}_{i-1}))
\]

\[
= (A^T - I) (I - \mu \hat{g}(\mathbf{w}_{i-1}))
\]

where (a) follows from the equality:

\[
(A^T - I) (I - \mu \hat{g}(\mathbf{w}_{i-1})) = A^T - \mu \hat{g}(\mathbf{w}_{i-1})
\]

The recursive relation for the network disagreement allows for the following result.

**Lemma 1 (Network disagreement).** Under assumptions [7,4] and for sufficiently small step-sizes \(\mu\), the network disagreement is bounded as:

\[
E \|\mathbf{w}_i - \mathbf{w}_{c,i}\|^2 \leq \mu^2 \frac{\lambda_2^2}{(1 - \lambda_2)^2} \left( G^2 + \beta^2 G^2 + \sigma^2 \right), \text{ for } i \geq i_0.
\]

where \(\lambda_2 = \rho (A^T - I) + \tau < 1\).

**Proof.** Omitted due to space limitations.

This result allows us to bound the perturbation terms encountered in (16).

**Lemma 2 (Perturbation bounds).** Under assumptions [7,4] and for sufficiently small step-sizes \(\mu\), the perturbation terms are bounded as:

\[
E \|\mathbf{d}_{i-1}\|^2 \leq \mu^2 c_\rho \delta^2 \rho_{\max} \frac{\lambda_2^2}{(1 - \lambda_2)^2} \left( G^2 + \beta^2 G^2 + \sigma^2 \right)
\]

\[
E \|\mathbf{s}_{i-1}\|^2 \leq \beta^2 G^2 + \sigma^2
\]

after sufficient iterations \(i \geq i_0\).

**Proof.** Omitted due to space limitations.

2.3. Evolution of the network centroid

Having established that after sufficient iterations, all agents in the network will have contracted around the centroid in a small cluster for small step-sizes, we can now leverage \(\mathbf{w}_{c,i}\) as a proxy for all \(\mathbf{w}_{k,i}\). Assumption [2] implies the following bound:

\[
J(\mathbf{w}_{c,i}) \leq J(\mathbf{w}_{c,i-1}) + \nabla J(\mathbf{w}_{c,i-1})^T (\mathbf{w}_{c,i} - \mathbf{w}_{c,i-1}) + \frac{\delta}{2} \|\mathbf{w}_{c,i} - \mathbf{w}_{c,i-1}\|^2.
\]

This relation, along with (16) and the results from Lemma 2, allow us to establish the following theorem.

**Theorem 1 (Descent relation).** Under assumptions [7,4] and for sufficiently small step-sizes, we have:

\[
E \{ J(\mathbf{w}_{c,i}) | \mathbf{w}_{c,i-1} \} \leq J(\mathbf{w}_{c,i-1}) - \mu c_1 \|\nabla J(\mathbf{w}_{c,i-1})\|^2 + \mu^2 c_2
\]

where

\[
c_1 \triangleq \frac{1 - 2\mu\delta}{2} = O(1)
\]

\[
c_2 \triangleq \frac{\delta}{2} \left( \beta^2 G^2 + \sigma^2 \right) + O(\mu) = O(1)
\]

**Proof.** Omitted due to space limitations.

The descent relation (26) has the same form (apart from constants) as the one obtained for centralized gradient descent (see for example [18]) and is useful because it establishes a sufficient condition under which the diffusion recursion (2a) is a descent recursion for the network centroid. Specifically, we will have

\[
E \{ J(\mathbf{w}_{c,i}) | \mathbf{w}_{c,i-1} \} \leq J(\mathbf{w}_{c,i-1}) \text{ whenever:}
\]

\[
\|\nabla J(\mathbf{w}_{c,i-1})\|^2 \geq \frac{\mu^2 c_2}{c_1}
\]

As a corollary we obtain:

**Corollary 1 (Stationary points).** Suppose the aggregate cost is bounded from below, i.e., \(J(\mathbf{w}) \geq J^*\). Then, the centroid \(\mathbf{w}_{c,i}\) will reach an \(O(\mu)-\text{mean-square-stationary point in at most } O(1/\mu^2) \text{ iterations. Specifically for some time } i^*, \text{ we have:}

\[
E \|\nabla J(\mathbf{w}_{c,i^*})\|^2 \leq 2\mu \frac{c_2}{c_1}
\]

\[
i^* \leq \left( \frac{J(w_0) - J^*}{\mu c_2} \right) \frac{1}{\mu^2}
\]

**Proof.** We prove the result by contradiction. First, assume that there is no time \(i^*\) with \(E \|\nabla J(\mathbf{w}_{c,i^*})\|^2 \leq 2\mu \frac{c_2}{c_1}\). Then, for all \(i\):

\[
E \|\nabla J(\mathbf{w}_{c,i})\|^2 \geq 2\mu \frac{c_2}{c_1}
\]

Iterating (26), we obtain:

\[
E J(\mathbf{w}_{c,i}) \leq J(\mathbf{w}_0) - \mu c_1 \sum_{k=1}^{i} \left( E \|\nabla J(\mathbf{w}_{c,k-1})\|^2 - \frac{\mu^2 c_2}{c_1} \right) \leq J(\mathbf{w}_0) - \mu^2 c_2 i
\]

and hence \(\lim_{i \to \infty} E J(\mathbf{w}_{c,i}) \leq -\infty \) which contradicts \(J(\mathbf{w}) \geq J^*\) for all \(\mathbf{w}\). Hence, we conclude that there is a finite, first moment in time \(i^*\) with \(E \|\nabla J(\mathbf{w}_{c,i^*})\|^2 \leq 2\mu \frac{c_2}{c_1}\). Since \(i^*\) is the first such time, we still have for \(i < i^*\):

\[
E \|\nabla J(\mathbf{w}_{c,i})\|^2 \geq 2\mu \frac{c_2}{c_1}
\]

Iterating (26) up to time \(i^*\), we similarly obtain:

\[
J^* \leq E J(\mathbf{w}_{c,i^*}) \leq J(\mathbf{w}_0) - \mu c_2 i^*
\]

Rearranging yields the result.

We conclude that at some time \(i^* \leq O(1/\mu^2)\), the network centroid will reach an \(O(\mu)-\text{mean-square-stationary point.}

3. APPLICATION: ROBUST REGRESSION

Consider a scenario where each agent \(k\) in the network observes streaming realizations \(\gamma(k, i), h_{k,i}\) from the linear model:

\[
\gamma(k) = \mathbf{h}_k \mathbf{w}^* + \nu(k)
\]

where \(\gamma(k)\) denote scalar observations and \(\nu(k)\) denotes measurement noise. The most commonly used approach for solving such a
problem in a distributed setting is via least-mean-square error estimation, resulting in the local cost functions:

$$J_k^{LS}(w) = E \left\| \gamma(k) - h_k^Tw \right\|^2$$  \hspace{1cm} (35)

The resulting problem is convex and has been studied extensively in the literature. While effective under the assumption of Gaussian noise, and similar well-behaved noise conditions, this approach is susceptible to outliers caused by heavy-tailed distributions for $v(k)$ [15]. This is caused by the fact that the quadratic risk penalizes errors proportionally to their squared norm, and as such has a tendency to over-correct to outliers, even if they are very rare. Several alternative robust cost functions have been suggested in the literature. We consider two in particular in order to illustrate the advantages of allowing for non-convex costs in the context of robust estimation, namely the Huber loss and Tukey’s biweight loss [15]. For ease of notation, let $e(w) \triangleq \gamma(k) - h_k^Tw$. Then:

$$Q_k^H(w; x) = \begin{cases} \frac{1}{2}|e(w)|^2, & \text{for } |e(w)| \leq c_H \\ c_H|e(w)| - \frac{1}{2}c_H^2, & \text{for } |e(w)| > c_H. \end{cases}$$ \hspace{1cm} (36)

$$Q_k^B(w; x) = \begin{cases} \frac{c_B^2}{6} (1 - \frac{|e(w)|^2}{c_B^2})^3, & \text{for } |e(w)| \leq c_B \\ \frac{c_B^2}{6}, & \text{otherwise}. \end{cases}$$ \hspace{1cm} (37)

where $c_H, c_B$ are tuning constants. The Huber cost is merely convex (and not strongly-convex), while the Tukey loss is non-convex. As such previous results on the performance of the diffusion algorithm [23, 24] are not applicable. Both of them do however satisfy assumptions [14] imposed in this work, and as such the results hold. In particular, since the Huber loss $J_k^H(w)$ has a unique, local minimum, which also happens to be locally strongly-convex, we can conclude that the algorithm will approach the global minimum. The Tukey loss on the other hand, is non-convex, and as such a more challenging problem.

The setting for the simulation results is shown in Figure 1.

![Fig. 1: Graph with $N = 20$ nodes (left) and regressor power $\text{Tr} (R_{h,k})$ at each agent (right).](image)

We first show the performance of each strategy in the nominal scenario, where $v(k) \sim N(0, \sigma_v^2)$. We observe that the distributed strategies outperform the non-cooperative ones, and that despite differences in the rate of convergence, there is negligible difference in the performance of the least-squares, Huber and Tukey variations.

Next, we illustrate the performance in the presence of outliers, modeled as a bimodal distribution with $v(k) \sim (1 - \epsilon)N(0, \sigma_v^2) + \epsilon N(10, \sigma_v^2)$ and $\epsilon = 0.1$. We observe that the performance of the least-squares solution dramatically deteriorates, as is to be expected in the presence of deviations from the nominal model.

![Fig. 2: MSD performance in the absence of outliers.](image)

![Fig. 3: MSD performance in the presence of outliers.](image)

4. CONCLUSION

We presented a framework that allows for the study of the behavior of a class of distributed algorithms in non-convex environments and the presence of persistent stochastic perturbations. In particular, we showed that the evolution of the network continues to be well-described by the evolution of the network centroid, in the sense that all iterates $w_{k,i}$ cluster within $O(\mu^2)$ of the network centroid $w_{\cdot,i}$ in the mean-square sense after sufficient iterations. This insight was leveraged to establish a descent relation for the network centroid and to conclude that $w_{\cdot,i}$, and hence $w_{k,i}$ will necessarily reach a point that is $O(\mu)$-mean-square-stationary in at most $O(1/\mu^2)$ iterations (Corollary 1). Directions for future work include the more careful study of the behavior around saddle-points, and the exploration of further applications, particularly in dictionary learning and deep learning.
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