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Moving forward, we shall study several distributed strategies for the
solution of adaptation, learning, and optimization problems by net-
worked agents. In preparation for these discussions, we describe in this
lecture the network model and comment on some of its properties.
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We focus in our treatment on connected networks with N agents. In
a connected network, there always exists at least one path connecting
any two agents: the agents may be connected directly by an edge if
they are neighbors, or they may be connected by a path that passes
through other intermediate agents. The topology of a network can be
described in terms of graphs, vertices, and edges (e.g., [256]).
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Definition 6.1 (Graphs, vertices, and edges). A network of size N is generally
represented by a graph consisting of N vertices (which we will refer to more
frequently as nodes or agents), and a set of edges connecting the vertices
to each other. An edge that connects a vertex to itself is called a self-loop.

Vertices connected by edges are called neighbors.
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Figure 6.1: Agents that are linked by edges can share information. The neigh-
borhood of agent k is marked by the broken line and consists of the set
Ni = {4,7,0,k}. Likewise, the neighborhood of agent 2 consists of the set
N3 = {2,3,¢}. For emphasis in the figure, we are representing edges hetween
agents by two separate directed arrows with weights {axe, ag}. In future net-
work representations, we will replace the two arrows by a single bi-directional
edge.
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We assume the graph is undirected so that if agent k is a neighbor of
agent ¢, then agent / is also a neighbor of agent k. Any two neighbors
can share information both ways over the edge connecting them. This
fact does not necessarily mean that the flow of information between
the agents is symmetrical [208]. This is because we shall assign a pair
of nonnegative weights, {ars, agr}, to the edge connecting agents k and
¢. The scalar ay. will be used by agent £ to scale data it receives from
agent /; this scaling can be interpreted as a measure of the confidence
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that agent k assigns to its interaction with agent ¢. The subscripts /¢
and k£ in ag, with ¢ coming before k, designate agent ¢ as the source
and agent k as the sink. Likewise, the scalar ap, will be used by agent
¢ to scale the data it receives from agent k. In this case, agent k is the
source and agent / is the sink. The weights {ays, as.} can be different,
and one or both weights can also be zero. We can therefore refer to
the graph representing the network as a weighted graph with weights
{apk, are} attached to the edges.
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Figure 6.1 shows one example of a connected network. For emphasis
in the figure, each edge between two neighboring agents is being rep-
resented (for now) by two directed arrows to indicate that information
can flow both ways between the agents. The neighborhood of any agent
k is denoted by N} and it consists of all agents that are connected to k
by edges; we assume by default that this set includes agent k£ regardless
of whether agent k£ has a self-loop or not.
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Definition 6.2 (Neighborhoods over weighted graphs). The neighborhood of
an agent k is denoted by N, and it consists of all agents that are connected
to k by an edge, in addition to agent k itself. Any two neighboring agents
k and ¢ have the ability to share information over the edge connecting
them. Whether this exchange of information occurs, and whether it is
uni-directional, bi-directional, or non-existent, will depend on the values of

the weighting scalars {a.s, ag, } assigned to the edge.
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When at least one ayj is positive for some agent k, the connected net-
work will be said to be strongly-connected. In other words, a strongly-
connected network contains at least one self-loop, as is the case with

agent 2 in Figure 6.1. More formally, we adopt the following terminol-
ogy and define connected networks over weighted graphs as follows.
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Definition 6.3 (Connected networks). We distinguish between three types of
connected networks; the third class of strongly-connected networks will be

the focus of our study:

(a) Weakly-connected network: A network is said to be weakly connected if
paths with nonzero scaling weights can be found linking any two distinct
vertices in at least one direction either directly when they are neighbors or by
passing through intermediate vertices when they are not neighbors. In this
way, it is possible for information to flow in at least one direction between
any two distinct vertices in the network.
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(b) Connected network: A network is said to be connected if paths with
nonzero scaling weights can be found linking any two distinct vertices in
both directions either directly when they are neighbors or by passing through
intermediate vertices when they are not neighbors. In this way, information
can flow in both directions between any two distinct vertices in the network,
although the forward path from a vertex & to some other vertex ¢ need not
be the same as the backward path from ¢ to k.
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(c) Strongly-connected network: A network is said to be strongly-connected
if it is a connected network with at least one self-loop with a positive scaling
weight, meaning that a,, > 0 for some vertex k. In this way, information can
flow in both directions between any two distinct vertices in the network and,

moreover, some vertices possess self-loops with positive weights.
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Figure 6.2: The graph on the left represents a strongly-connected network,
while the graph on the right represents a weakly-connected network. The
difference between both graphs is the reversal of the arrow connecting agents
1 and 2 (represented in broken form for emphasis). In the graph on the right,
agent 2 is incapable of receiving (sensing) information from any of the other
agents in the network, even though information from agent 2 can reach all
other agents (directly or indirectly).

Strongly-connected network Weakly-connected network
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Figure 6.2 illustrates these definitions by means of an example. The
graph on the left represents a strongly-connected network: if we select
any two agents k and /, we can find paths linking them in both direc-
tions with positive weights on the edges along these paths. In the figure,
we continue to represent edges between agents by two arrows. However,
in order not to overwhelm the figure with combination weights, we are
not showing arrows that correspond to zero weights on them; we are
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only showing arrows that correspond to positive weights. Thus, observe
in the graph on the left that for agents 2 and 4, a valid path from 2 to 4
goes through agent 3 and one valid path for the reverse direction from
4 to 2 goes through agents 8 and 1. Similarly, paths can be determined
linking all other combinations of agents in both directions.
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Consider now the graph on the right in Figure 6.2. In this graph, we
simply reversed the direction of the arrow that emanated from agent
1 towards agent 2 in the graph on the left (and which is represented
in broken form for emphasis). Observe that now information cannot
reach agent 2 from any of the other agents in the network, even though
information from agent 2 can reach all other agents. At the same time,
the information from agent 1 cannot reach any other agent in the
network and agent 1 is only at the receiving end. This graph therefore
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corresponds to a weakly-connected network. When some agents (like
agent 2) are never able to receive information from other agents in the

network, then these isolated agents will not be able to benefit from
network interactions.
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Observe that since we will be dealing with weighted graphs, we are
therefore defining connected networks not in terms of whether paths
can be found connecting their vertices but in terms of whether these
paths allow for the meaningful exchange of information between the ver-
tices. This fact is reflected by the requirement that all scaling weights

must be positive over at least one of the paths connecting any two dis-
tinct vertices.
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This is a useful condition for the study of adaptation and
learning over networks. As we are going to see in future chapters, agents
will exchange information over the edges linking them. The informa-
tion will be scaled by weights {aws, as}. Therefore, for information to
flow between agents, it is not sufficient for paths to exist linking these
agents. It is also necessary that the information is not annihilated by
zero scaling while it traverses the path. If information is never able
to arrive at some particular agent, /,, because scaling is annihilating
it before reaching ¢, then, for all practical (adaptation and learning)
purposes, agent £, is disconnected from the other agents in the network
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even if information can still flow in the other direction from agent /7,
to the other agents. In this situation, agent ¢, will not benefit from
cooperation with other agents in the network, while the other agents
will benefit from information provided by agent /,. The assumption of
a connected network therefore ensures that information will be flowing
between any two arbitrary agents in the network and that this flow of
information is bi-directional: information flows from k& to ¢ and from ¢
to k., although the paths over which the flows occur need not be the
same and the manner by which information is scaled over these paths
can also be different.
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The condition of a strongly-connected network implies that the net-
work is connected and, additionally, there is at least one agent in the
network that trusts its own information and will assign some positive
weight to it. This is a reasonable condition and is characteristic of
many real networks, especially biological networks. If ax. = 0 for all £,
then this means that all agents will be ignoring their individual infor-
mation and will be relying instead on information received from other
agents. The terminology of “strongly-connected networks” is perhaps
somewhat excessive because it may unnecessarily convey the impres-
sion that the network needs to have more connectivity than is actually
necessary.
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The strong connectivity of a network translates into a useful prop-
erty to be satisfied by the scaling weights {ag}; this property will be
exploited to great effect in our analysis so we derive it here. Assume
we collect the coefficients {as} into an N x N matrix A = [as], such
that the entries on the k—th column of A contain the coefficients used
by agent k£ to scale data arriving from its neighbors ¢ € N}; we set
ag., = 0 if ¢ ¢ N, — see Figure 6.3. In this way, the row index in
(4, k) designates the source agent and the column index designates the
sink agent (or destination).
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Figure 6.3: We associate an N x N combination matrix A with every network

of N agents. The (¢,k)—th entry of A contains the combination weight as,
which scales the data arriving at agent £ and originating from agent £.




‘(,

Strongly-Connected Networks ¥

2 [ Lecture #14: Multi-Agent Network Model EE210B: Inference over Networks (A. H. Sayed)

We refer to A as the combination matrix
or combination policy. Even though the entries of A are non-negative
(and several of them can be zero), it turns out that for combination
matrices A that originate from strongly-connected networks, there ex-
ists an integer power of A such that all its entries are strictly positive,
i.e., there exists some finite integer n, > 0 such that

(A", > 0 (6.1)

for all 1 < ¢,k < N. Combination matrices that satisfy this property
are called primitive matrices.
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Lemma 6.1 (Combination matrices of strongly-connected networks). The
combination matrix of a strongly-connected network is a primitive matrix.
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Proof. Pick two arbitrary agents £ and k. Since the network is assumed to
be connected, then this implies that there exists a sequence of agent indices

(¢,my,ma, ..., My, —1, k) of shortest length that forms a path from agent ¢ to
agent k, say, with ny, nonzero scaling weights {@sm,, . Gy mos- - sy, 1k}
m Amy,mo Loy, ke
14 e—; mq MESE mo —— ... —> My, 1 i}l k [?’?,gk edges]
(6.2)

From the rules of matrix multiplication, the (¢,%k)—th entry of the ng,—th
power of A is given by:

[A™* ], Z Z : Z Wy mymy - - - Gy, ok (6.3)

mi=1ma=1 Moy —1=1
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We already know that the sum in (6.3) should be nonzero because of the
existence of the aforementioned path linking agents ¢ and k& with nonzero
scaling weights. It follows that [A"¢*], > 0. This means that the matrix
A is irreducible; a matrix A with nonnegative entries is said to irreducible
if, and only if, for every pair of indices (¢, k), there exists a finite integer
ng; > 0 such that [A"#*], > 0; which is what we have established so far.
We assume that ny,. is the smallest integer that satisfies this property. Note
that under irreducibility, the power ny. is allowed to be dependent on the
indices (¢, k). Therefore, network connectivity ensures the irreducibility of A.
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We now go a step further and show that strong network connectivity ensures
the primitiveness of A. Recall from Definition 6.3 in the text that a strongly
connected network is a connected network with the additional requirement
that there exists at least one agent with a self-loop. We now verify that an
irreducible matrix A with at least one positive diagonal element is necessarily

primitive so that a common power n, satisfies (6.1) for all (¢, %) (sce, c.g.,
168, p. 678] and [220]).



[ Lecture #14: Multi-Agent Network Model EE210B: Inference over Networks (A. H. Sayed)

Since the network is strongly connected, this means that there exists at
least one agent k, with ay_ . > 0. We know from (6.3) that for any agent ¢
in the network, it holds that [A"#*], > (. Then,

{A(MOH)]% = [A"*e Al

N

— Z [An%o ]Em Amk,

m=1

> [AMEe ] ag, g,
> 0 (6.4)
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so that the positivity of the (¢, k,)—th entry is maintained at higher powers

of A once it is satisfied at power ngg, . The integers {ng_} are bounded by N.
Let

I

, 6.5
[nax {ne, } (6.5)

Then, the above result implies that

(A", >0, forall £ (6.6)
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so that the entries on the k,—th column of A™e are all positive. Similarly,
repeating the argument (6.3) we can verify that for arbitrary agents (k,/),
with the roles of £ and ¢ now reversed, there exists a path of length n., such
that [A™ ] , > 0. For the same agent k, with a, r, > 0 as above, it holds
that

P e

N
- Z Wkom [A" ],
m=1

Ak, .k, [Ankog]kog

> 0 (6.7)

A%
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so that the positivity of the (k,, ¢)—th entry is maintained at higher powers of

A once it is satisfied at power ny_¢. Likewise, the integers {n,_,} are bounded
by N. Let

72

0 [ BAx {nk,e} (6.8)

m

Then, the above result implies that

[Amia]k >0, forall 4 (6.9)

so that the entries on the k,—th row of A™ are all positive.

Now, let n, = m, +m! and let us examine the entries of the matrix A"e.
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We can write Schematically

Ao = Ao A = (6.10)

X X X X
X X X X
+ + + +
X X X X
X + X X
X + X X
X + X X
X + X X

where the plus signs are used to refer to the positive entries on the £,—th col-
umn and row of A”e and Amg, respectively, and the x signs are used to refer
to the remaining entries of A™° and Am’o, which are necessarily nonnegative.
It is clear from the above equality that the resulting entries of A™e will all be
positive, and we conclude that A is primitive.

[l
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One important consequence of the primitiveness of A is that a fa-
mous result in matrix theory, known as the Perron-Frobenius Theorem
127, 113, 189] allows us to characterize the eigen-structure of A in the
following manner — see Lemma F.4 in the appendix:

(a) The matrix A has a single eigenvalue at one.

(b) All other eigenvalues of A are strictly inside the unit circle (and,
hence, have magnitude strictly less than one). Therefore, the spec-
tral radius of A is equal to one, p(A) = 1.
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(¢) With proper sign scaling, all entries of the right-eigenvector of A
corresponding to the single eigenvalue at one are positive. Let p
denote this right-eigenvector, with its entries {p;} normalized to
add up to one, i.e.,

Ap=p, 1'p=1, pp>0, k=1,2,....N (6.11)

We refer to p as the Perron eigenvector of A. All other eigenvec-
tors of A associated with the other eigenvalues will have at least
one negative or complex entry.
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Appendix A (Graph Laplacian and Network Connectivity):

A. H. Sayed, ""Diffusion adaptation over networks," in Academic

Press Library in Signal Processing, vol. 3, R. Chellapa and S.
Theodoridis, editors, pp. 323-454, Academic Press, Elsevier, 201 4.
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Consider a network consisting of NV nodes and L edges connecting the nodes to
each other. In the constructions below, we only need to consider the edges that
connect distinct nodes to each other; these edges do not contain any self-loops

that may exist in the graph and which connect nodes to themselves directly.
In other words, when we refer to the L edges of a graph, we are excluding
self-loops from this set; but we are still allowing loops of at least length 2 (i.e.,
loops generated by paths covering at least 2 edges).
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The neighborhood of any node k is denoted by N and it consists of all
nodes that node £ can share information with; these are the nodes that are
connected to k through edges, in addition to node k£ itself. The degree of node
k, which we denote by n;, is defined as the positive integer that is equal to
the size of its neighborhood:

n = |G (573)

Since k € N}, we always have n, > 1. We further associate with the network
an N x N Laplacian matrix, denoted by £. The matrix £ is symmetric and
its entries are defined as follows [64-66]:
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ng — 1, if k=1
L], = —1, if k # ¢ and nodes k and ¢ are neighbors (574)
0, otherwise

Note that the term n;, — 1 measures the number of edges that are incident on
node k, and the locations of the —1's on row k indicate the nodes that are
connected to node k. We also associate with the graph an N x L incidence
matrix, denoted by Z. The entries of Z are defined as follows. Every column
of Z represents one edge in the graph. Each edge connects two nodes and its
column will display two nonzero entries at the rows corresponding to these
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nodes: one entry will be +1 and the other entry will be —1. For directed
graphs, the choice of which entry is positive or negative can be used to identify
the nodes from which edges emanate (source nodes) and the nodes at which
edges arrive (sink nodes). Since we are dealing with undirected graphs, we
shall simply assign positive values to lower indexed nodes and negative values
to higher indexed nodes:

+1, if node k is the lower-indexed node connected to edge e
Z],. =< —1, if node k is the higher-indexed node connected to edge e
0, otherwise
(575)
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The figure shows the example of a network with N = 6 nodes and L = 8
edges. Its Laplacian and incidence matrices are also shown and these have
sizes 6 X 6 and 6 x 8, respectively. Consider, for example, column 6 in the
incidence matrix. This column corresponds to edge 6. which links nodes 3 and

5. Therefore, at location Zs;5 we have a +1 and at location 755 we have —1.
The other columns of Z are constructed in a similar manner.
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Observe that the Laplacian and incidence matrices of a graph are related

as follows:
L=T7T" (576)

The Laplacian matrix conveys useful information about the topology of the
graph. The following is a classical result from graph theory [64—67].
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Lemma B.1. (Laplacian and Network Connectivity) Let
0y >0,>...> 0N (577)

denote the ordered eigenvalues of L. Then the following properties hold:
(a) L is symmelric nonnegative-definite so that 0; > 0,

(b) The rows of L add up to zero so that L1 = 0. This means that 1 is a
right eigenvector of L corresponding to the eigenvalue zero.
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(¢) The smallest eigenvalue is always zero, O = 0. The second smallest
eigenvalue, On_1, 1s called the algebraic connectivity of the graph.

(d) The number of times that zero is an eigenvalue of L (i.e., its multiplicity)
15 equal to the number of separated yet connected subgraphs.

(e) The algebraic connectivity of a connected graph is nonzero, i.e., On_1 #
0. In other words, a graph is connected if, and only if, its algebraic
connectivity 15 nonzero.
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Pr OOf. Property (a) follows from the identity £ =7 ZT. Property (b) follows from the definition
of £. Note that for each row of £, the entries on the row add up to zero. Property (c) follows
from properties (a) and (b) since £1 = 0 implies that zero is an eigenvalue of £. For part (d),
assume the network consists of two separate connected subgraphs. Then, the Laplacian matrix
would have a block diagonal structure, say, of the form £ = diag{L;, L2}, where £1 and Ly are the
Laplacian matrices of the smaller subgraphs. The smallest eigenvalue of each of these Laplacian
matrices would in turn be zero and unique by property (e). More generally, if the graph consists
of m connected subgraphs, then the multiplicity of zero as an eigenvalue of £ must be m. To
establish property (e), first observe that if the algebraic connectivity is nonzero then it is obvious
that the graph must be connected. Otherwise, if the graph were disconnected, then its Laplacian
matrix would be block diagonal and the algebraic multiplicity of zero as an eigenvalue of £ would be
larger than one so that 65 _1 would be zero, which is a contradiction. For the converse statement,
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assume the graph is connected and let x denote an arbitrary eigenvector of £ corresponding to the
eigenvalue at zero, i.e., Lz = 0. We already know that £1 =( from property (b). Let us verify
that = must be proportional to the vector 1 so that the algebraic multiplicity of the eigenvalue at
zero is one. Thus note that 27 Lo = 0. If we denote the individual entries of z by zk, then this
identity implies that for each node k:

Z (:L‘k —$£)2 =0

LeENT,

It follows that the entries of 2 within each neighborhood have equal values. But since the graph
is connected, we conclude that all entries of  must be equal. It follows that the eigenvector z is
proportional to the vector 1, as desired. [
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In the remaining lectures we will be interested in show-
ing how network cooperation can be exploited to solve a variety of
problems in an advantageous manner. We are particularly interested
in formulations that can solve adaptation, learning, and optimization
problems in a decentralized and online manner in response to streaming
data. It turns out that useful commonalities run across these three do-
main problems. For this reason, we shall keep the development general
enough and then show, by means of examples, how the results can be
used to handle many situations of interest as special cases.
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Thus, consider a connected network consisting of a total of NV
agents, labeled & = 1,2.....N. We associate with each agent a
twice-differentiable individual cost function, denoted by Jp(w) € R.

This function is sometimes called the wtilitv function in apolications
involving resource management issues and the risk function in machine

learning applications; it may be called by other names in other
domains. We adopt the generic terminology of a “cost” function. The
function Ji(w) € R is itself real-valued. However, for generality, its
argument w € CM is assumed to be possibly complez-valued, say, of
size M x 1. This set-up is illustrated in Figure 6.4 where we are now

representing the bi-directional edges between agents by single segment
lines for ease of representation.
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_____ neighborhood
TN / of node k.

Figure 6.4: A cost function Ji(w) is associated with each individual agent &
in the network. The bi-directional edges between agents are being represented
by single segment lines for ease of representation. Information can flow both
ways over these edges with scalings {aye, ag}-
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The objective of the network of agents is still to seek the unique
minimizer of the aggregate cost function, J&°P(w), defined earlier by
(5.19) and which we repeat below

JEP () 23 Jp(w) (6.12)
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Now, however, we seek a distributed (as opposed to a centralized) so-
lution. In a distributed implementation, each agent k& can only rely on
its own data and on data from its neighbors. We continue to assume
that J&°P(w) satisfies the conditions of Assumption 5.1 with parame-
ters {vg, 04, kq}, with the subscript “d” now used to indicate that these
parameters are related to the distributed implementation.



([
Assumptions
o ] Lecture #14: Multi-Agent Network Model ____________EE210B: Inference over Networks (A. H. Sayed) _

Assumption 6.1 (Conditions on aggregate and individual costs). It is assumed
that the individual cost functions, Ji(w), are each twice-differentiable and
convex, with at least one of them being v ;—strongly convex. Moreover, the
aggregate cost function, .J&°P(w), is also twice-differentiable and satisfies

5
0 < %LM < V2 JElob () < f[w (6.13)

for some positive parameters vy < d4.
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Under these conditions, the cost J&°P(w) will have a unique minimizer,
which we continue to denote by w?. Note that we are not requiring the
individual costs Ji(w) to be strongly convex. As mentioned earlier, it
is sufficient to assume that at least one of these costs is v;—strongly
convex while the remaining costs are simply convex; this condition
ensures that J%°P(w) will be strongly convex.
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The individual costs {Jx(w)} can be distinct across the agents or
they can all be identical, i.e., J.(w) = J(w) for k= 1,2,..., N; in the
latter situation, the problem of minimizing (6.12) would correspond to
the case in which the agents work together to optimize the same cost
function. Moreover, when they exist, the minimizers of the individual
costs, {Jr(w)}, need not coincide with each other or with w?; we
shall write w} to refer to a minimizer of Ji(w). There are important
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situations in practice where all minimizers {w}} happen to coincide
with each other. For instance, examples abound where agents need
to work cooperatively to attain a common objective such as tracking
a target, locating a food source, or evading a predator (see, e.g.,
(56, 208, 214, 246]). This scenario is also common in machine learning
problems [4, 37, 85, 192, 233, 239] when data samples at the various
agents are generated by a common distribution parameterized by some
vector, w’. One such situation is illustrated in the next example.
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Example 6.1 (Common minimizer). Consider the same setting of Example 3.4
except that we now have N agents observing streaming data {d (i), wg ;}
that satisfy the regression model (3.119) with regression covariance matrices
Ry = Euy ;u,; > 0 and with the same unknown w?, i.e.,

dk(z) — ’U,k’i’wa + ’Uk(?,) (6.14)

where the noise process, vi(z), is independent of the regression data, wy ;.
The individual mean-square-error costs are defined by

J(w) = E|dy (i) — . w|? (6.15)
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and are strongly convex in this case, with the minimizer of each Ji(w) occur-
ring at
wy = R \raur, k=1,2,...,N (6.16)

U,

If we multiply both sides of (6.14) by uy, ; from the left, and take expectations,
we find that w® satisfies

Tdu ke = Ry pw” (6.17)

This relation shows that the unknown w? from (6.14) satisfies the same ex-
pression as w{, in (6.16), for any k£ =1,2, ..., N, so that we must have

J 4

w’ =wy, k=12,....N (6.18)



Example #6.1

oo N Lecture #14: Multi-Agent Network Model EE210B: Inference over Networks (A. H. Sayed)

Therefore, this example amounts to a situation where all costs {.J,.(w)} attain
their minima at the same location, w?, even though the moments {rqy, x, Ry 1}
and, therefore, the individual costs {J;.(w)}, may be different from each other.
This example highlights one convenience of working with mean-square-error
(MSE) costs: under linear regression models of the form (6.14), the MSE
formulation (6.15) allows each agent to recover w’ exactly.
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Example 6.2 (Linear regression models). Linear data models of the form (6.14)
are common in practice. We provide two examples from [208]. Consider first
a situation in which agents are spread over a geographical region and observe
realizations of an auto-regressive (AR) random process {dy(7)} of order M.
The AR process observed by agent £ satisfies the model:

M
di(i) = Y Budi(i —m)+vi(i), k=12 N (6.19)
m=1

where 7 is the time index, the scalars {3,,} represent the model parameters
that the agents wish to identify, and vy (7) represents the additive noise pro-
cess. If we collect the {/3,,} into an M x 1 column vector:
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col{B1.B2,....0um}

and the past data into a 1 x M regression vector:

(6.20)

w: = [ di(i—1) di(i—2) dy (i — M) | (6.21)

then we can rewrite the measurement equation (6.19) in the form (6.14) for
each time instant .
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Consider a second example where the agents are now interested in es-
timating the taps of a communications channel or the parameters of some
physical model of interest. Assume the agents are able to independently probe
the unknown model and observe its response to excitations in the presence
of additive noise. Each agent k£ probes the model with an input sequence
{ur(7)} and measures the response sequence, {dy(7)}, in the presence of addi-
tive noise. The system dynamics for each agent & is assumed to be described
by a moving-average (MA) model of the form:
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M—1
m=0

If we again collect the parameters {(3,,} into an M x 1 column vector w?, and
the input data into a 1 x M regression vector:

wp; = | wp(t) wp(i—1) .0 wp(i—M+1) | (6.23)

then we arrive again at the same linear model (6.14).
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AR (auto-regressive) model:

M
di(i) = ) Bmdi(i — m) + vi(i)
m=1
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Example 6.3 (Mean-square-error (MSE) networks). The data model introduced
in Example 6.1 will be called upon frequently in our presentation to illustrate
various concepts and results. We shall refer to strongly-connected networks
with agents receiving data according to model (6.14) and seeking to estimate
w? by adopting the mean-square-error costs Ji(w) defined by (6.15), as mean-
square-crror (MSE) networks.

We find it useful to collect in this example the details of the model for ease
of reference whenever necessary. Thus, refer to Figure 6.5. The plot shows a
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{de (i), ue,i}

model:

cost:

mean-square-error (MSE) network

di(i) = Uk, W + v (1)

Je(w) = E|dp (i) — ug 0]

EE210B: Inference over Networks (A. H. Sayed)

r N
di(i) = ug,w® + vi(i)

Ji(w) = E|di(i) — wp ;wl|?
- ‘ J

Figure 6.5: [llustration of mean-square-error (MSE) networks. The plot shows
a strongly-connected network where each agent is subjected to streaming data
{dy(i),uy;} that satisfy the linear regression model (6.24). The cost associ-
ated with each agent is the mean-square-error cost defined by (6.25).
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strongly-connected network where each agent is subjected to streaming data
{di.(7),ur; } that are assumed to satisfy the linear regression model:

dk(?,) — uk,@wo + ’U;@(i), ’&2 0, k= 1,2;...,N (6.24)

for some unknown M x 1 vector w?. A mean-square-error cost is associated
with each agent £, namely,

Jp(w) = Eldp(i) —upw|?, k=12,....,N (6.25)
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The processes {dj(7),ur;, vi(i)} that appear in (6.24) are assumed to
represent zero-mean jointly wide-sense stationary random processes that
satisfy the following three conditions (these conditions help facilitate the

analysis of such networks):
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(a) The regression data {uj ;} are temporally white and independent over
space with

Euy ;ue, = Ry ke O 0 0i (6.26)

where R, > 0 and the symbol ¢, ,, denotes the Kronecker delta sequence:
its value is equal to one when m = n and its value is equal to zero otherwise.

(b) The noise process {v;.(i)} is temporally white and independent over space
with variance

e A
Evi(i)v;(j) = o) 0kediy (6.27)

(¢) The regression and noise processes {u¢ ;, vi(7)} are independent of each
other for all k£, 0,1, 7.
O
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Why Cooperate? J»

One natural question that arises in the case of a common minimizer
is to inquire why agents should cooperate to determine w” when each
one of them is capable of determining w? on its own through (6.16)?
There are at least two good reasons to justify cooperation even in this
case. First, agents will rarely have access to the full information they
need to determine w° independently. For example, in many situations,
agents may not know fully their own costs Ji(w). For instance, agents
may not know beforehand the statistical moments {rg, 1, Ry 1} of the
data that they are sensing; this is the situation we encountered earlier in
Examples 3.1 and 3.4 when we developed recursive adaptation schemes
to address this lack of information.
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Agents would need to
replace the unavailable moments {74y 1, Ry« } by some approximations
before attempting (6.16). Moreover, different agents will generally be
subject to different noise conditions and the quality of their moment
approximations will therefore vary. In that case, their estimates for w”
will be as good as the quality of their data, as we already remarked
earlier following result (5.10). Through cooperation with each other,
not only agents with “bad” noise conditions will benefit, but also agents
with “good” noise conditions can benefit and improve the accuracy of
their estimation (see, e.g., Chapter 12 and also [208, 214]).
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A second reason to motivate cooperation among the agents is that
even when they know the moments {rg, r, R, 1}, the individual costs
need not be strongly convex and the agents may not be able to recover
w’ on their own due to ambiguities or ill-conditioning. For example,
if some of the covariance matrices {R, j} in Example 6.1 are singular,
then the corresponding cost functions {.J(w)} will not be strongly con-
vex and the individual agents will not be able to determine w? uniquely.
In that case, cooperation among agents would help them resolve the
ambiguity about w°.



81

Key Points

Proc. IEEE, vol. 102, no. 4, pp. 460-497, April 2014.
Foundations and Trends in Machine Learning, vol. 7, no. 4-5, pp. 311-801, July 2014.

ICASSP 2015



| VW

g‘ S ;
® :
Multi-Agent Network v
2 [ Lecture #14: Multi-Agent Network Model EE210B: Inference over Networks (A. H. Sayed)
Network with N vertices (agents): / o \
neignbornoo
° Edges connecting agents. ) e M ook
self-loop ) S
° yk scales data from £ tok . N

e N} :neighbors of agent k.

scaling \

weights\\

Strongly-connected network:
path with nonzero weights

between any two agents plus

at least one self-loop (arr > 0). \
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Combination matrix A is said to be primitive if there

{ A"y, > 0 ]

exists an integer n, > 0:
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® A has a single eigenvalue at one.
® All other eigenvalues are strictly inside the unit circle.

® Perron vector:

%[App, ]lTp:L pr > 0, k‘LQ?...,NJ
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4 )

N
TEP () 237 Jp(w)
- =1 Y,

At least one individual cost is
strongly-convex.
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At least two formidable reasons:

@ Agents observe data of different quality.

@ Some agents may not have sufficient information to
recover the unknown on their own:

Singular Hessian matrices =2 ambiguity in data.
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