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ABSTRACT
This work develops a fully decentralized variance-reduced learning algorithm for multi-agent networks where nodes store and process the data locally and are only allowed to communicate with their immediate neighbors. In the proposed algorithm, there is no need for a central or master unit while the objective is to enable the dispersed nodes to learn the exact global model despite their limited localized interactions. The resulting algorithm is shown to have low memory requirement, guaranteed linear convergence, robustness to failure of links or nodes and scalability to the network size. Moreover, the decentralized nature of the solution makes large-scale machine learning problems more tractable and also scalable since data is stored and processed locally at the nodes.

Index Terms— diffusion strategy, variance-reduction, stochastic gradient descent, memory efficiency, SVRG, SAGA, AVRG.

1. INTRODUCTION
This paper considers the empirical risk minimization (ERM) problem over a network. Consider a connected network with K nodes. If agent k stores local data samples \( \{x_{k,n}\}_{n=1}^{N_k} \), where \( N_k \) is the size of the local samples, then the data stored by the entire network are:

\[
\{x_n\}_{n=1}^{N} = \{\{x_{1,n}\}_{n=1}^{N_1}, \ldots, \{x_{K,n}\}_{n=1}^{N_K}\},
\]

where \( N = \sum_{k=1}^{K} N_k \) is the size of all data within the network. Note that we are allowing for different (uneven) amount of samples at various nodes. We then consider minimizing an empirical risk function, \( J(w) \), which is defined as the sample average of loss values over all observed data samples, i.e.,

\[
w^* \triangleq \arg \min_{w \in \mathbb{R}^M} J(w) = \frac{1}{N} \sum_{n=1}^{N} Q(w; x_n) \tag{2}
\]

Here, \( Q(w; x_n) \) denotes the loss value evaluated at \( w \) and the \( n \)-th sample, \( x_n \). For convenience, we introduce the local empirical risk function, \( J_k(w) \), which is the sample average of loss values over the local data samples stored at node \( k \), i.e., over \( \{x_{k,n}\}_{n=1}^{N_k} \):

\[
J_k(w) \triangleq \frac{1}{N_k} \sum_{n=1}^{N_k} Q(w; x_{k,n}). \tag{3}
\]

Using the local empirical risk functions, it can be verified that

\[
\frac{1}{N} \sum_{n=1}^{N} Q(w; x_n) \overset{(4)}{=} \frac{1}{N} \sum_{k=1}^{K} \frac{N_k}{N} \sum_{n=1}^{N_k} Q(w; x_{k,n}) \overset{(5)}{=} \frac{1}{N} \sum_{k=1}^{K} \frac{N_k}{N} J_k(w),
\]

and hence the original global optimization problem (2) can be reformulated as the equivalent problem of minimizing the weighted aggregation of \( K \) local empirical risk functions:

\[
J(w) = \sum_{k=1}^{K} q_k J_k(w), \tag{5}
\]

where \( q_k \triangleq N_k/N \). Problem (5) is typical in multi-agent settings, where dispersed agents collect its own data and are interested in learning \( w^* \) in a decentralized manner. Each node is assigned a local computation task and the objective is to enable the nodes to learn the global solution \( w^* \). In this work we develop a fully decentralized algorithm where nodes process the data locally and are allowed to communicate only with their immediate neighbors. The following assumptions are standard in the decentralized optimization literature, and some common risk functions such as linear regression, \( \ell_2 \)-induced logistic regression satisfy these assumptions.

Assumption 1 The loss function, \( Q(w; x_n) \), is convex, twice-differentiable, and has a \( \delta \)-Lipschitz continuous gradient, i.e., for any \( w_1, w_2 \in \mathbb{R}^M \) and \( 1 \leq n \leq N \):

\[
\| \nabla_w Q(w_1; x_n) - \nabla_w Q(w_2; x_n) \| \leq \delta \| w_1 - w_2 \| \tag{6}
\]

where \( \delta > 0 \). Moreover, there exists at least one loss function \( Q(w; x_{n_0}) \) that is strongly convex, i.e.,

\[
\nabla^2 w Q(w; x_{n_0}) \succeq \nu I_M > 0, \text{ for some } n_0. \tag{7}
\]

1.1. Related Work
There has been an extensive body of research on solving optimization problems of the form (5) in a fully decentralized manner. Some recent works include techniques such as EXTRA [1], DIGing [2] and Exact diffusion [3, 4]. These methods provide linear convergence to the exact minimizer, \( w^* \). However, all these methods require the evaluation of the true gradient \( \nabla J_k(w) \) at each iteration. It is seen from definition (3) that this computation can be prohibitive for large-data scenarios where \( N_k \) can be large.

One can replace the true gradient by a stochastic gradient approximation, as is commonplace in traditional diffusion or consensus algorithms [5–7]. While this solution method is efficient, it converges linearly only to a small \( O(\mu) \)–neighborhood around the exact solution \( w^* \) where \( \mu \) is the constant step-size. However, one can employ variance-reduced techniques to enable convergence to the exact minimizer. One such proposal is the DSA method [8], which is based on the SAGA method [9]. However, similar to SAGA, the DSA method suffers from the same huge memory requirement since each node \( k \) will need to store an estimate for each possible gradient \( \{\nabla Q(w; x_{k,n})\}_{n=1}^{N_k} \). This requirement is a burden when \( N_k \) is large, as happens in applications involving large data sets.

1.2. Contribution
This paper derives a fully-decentralized variance-reduced stochastic gradient algorithm with both linear convergence guarantees and sig-
associate a combination matrix $A$ to implement this algorithm, we need to perform stochastic variance-reduced gradient descent and an outer loop to calculate the true local gradient. These two loops complicate decentralized implementations when data is unevenly distributed across the nodes. In comparison, the proposed AVRG construction works efficiently for such scenario. Moreover, the proposed method applies to any connected network while other stochastic implementations [14, 15] are limited to star network architectures.

2. DIFFUSION–AVRG ALGORITHM FOR BALANCED DATA DISTRIBUTIONS

2.1. Exact Diffusion Optimization

One effective decentralized method to solve problem (5) is the Exact diffusion strategy [3, 4]. To implement this algorithm, we need to associate a combination matrix $A = [a_{ik}]_{k=1}^K$ with the network graph, where a positive weight $a_{ik}$ is used to scale data that flows from node $i$ to $k$ if both nodes happen to be neighbors. In this paper we assume $A$ is symmetric and doubly stochastic, i.e.,

$$a_{ik} = a_{ki}, \quad A = A^T \quad \text{and} \quad \text{tr}A_K = K$$

where $1$ is a vector with all unit entries. We further introduce $\mu$ as the step-size parameter for all nodes, and let $N_k$ denote the set of neighbors of node $k$ (including node $k$ itself).

The exact diffusion algorithm [3, 4] is listed in (9)–(11). The subscript $k$ refers to the node while the subscript $i$ refers to the iteration. It is proved in [4] that the local variables $w_{k,i}$ converge to the exact minimizer of problem (5), $w^*$, at a linear convergence rate under relatively mild conditions.

Algorithm 1 (Exact diffusion strategy for each node $k$) [3, 4]

Let $\bar{A} = (I_N + A)/2$ and $\bar{a}_{ik} = [\bar{A}]_{ik}$. Initialize $w_{k,0}$ arbitrarily, and let $\psi_{k,0} = w_{k,0}$.

Repeat iteration $i = 1, 2, 3 \ldots$ until convergence

$$\psi_{k,i+1} = w_{k,i} - \mu \bar{a}_{ik} \nabla J_k(w_{k,i}),$$

$$\phi_{k,i+1} = \psi_{k,i+1} + w_{k,i} - \psi_{k,i},$$

$$w_{k,i+1} = \sum_{\ell \in N_k} \bar{a}_{\ell k} \phi_{\ell,i+1}.$$  (11)

2.2. Diffusion-AVRG

Note that in step (9) each agent needs to evaluate its $\nabla J_k(w_{k,i})$, which can be expensive when $N_k$ is huge. To save computations, one can select a random data sample $x_{n_{k,i}}$ and approximate $\nabla J_k(w_{k,i})$ by $\nabla J_k(w_{k,i}) = \nabla Q(w_{k,i}; x_{n_{k,i}})$ as shown in [5, 6]. However, the presence of the gradient noise variance $\mathbb{E}[\|\nabla J_k(w_{k,i}) - \nabla J_k(w_{k,i})\|^2]$ drives convergence towards an $O(\mu)$-neighborhood around $w^*$.

To correct the $O(\mu)$-bias, we propose to approximate $\nabla J_k(w)$ with a variance-reduced stochastic gradient. We first consider the scenario in which all nodes store the same amount of local data, $i.e., N_1 = \cdots = N_K = N = N/K$. To reduce variance, we approximate $\nabla J_k(w)$ in the form of

$$\nabla J_k(w_{k,i}) = \nabla Q(w_{k,i}; x_{n_{k,i}}) - \nabla Q(w_{k,0}; x_{n_{k,i}}) + g_k^i.$$  (12)

where the superscript $t$ is the epoch index, subscript $i$ is the inner recursion index, and the auxiliary variable $g_k^i$ is used to help reduce the variance. Inspired by our recent work on an amortized variance-reduced gradient method (AVRG) [10, 11], the variable $g_k^i$ can be updated in a recursive manner at each inner iteration $i$:

$$g_k^{i+1} = g_k^i + \frac{1}{N} \nabla Q(w_{k,i}; x_{n_{k,i}}).$$  (13)

It can be proved that when $n_k^i$ is sampled without replacement, the stochastic gradient shown in (12) has vanishing variance. Specifically, it is proved in the extended version [13] of this paper that

$$\mathbb{E}[\|\nabla J_k(w_{k,i}) - \nabla J(w_{k,i})\|^2] 
\leq 6\delta^2 \mathbb{E}[\|w_{k,i} - w^*\|^2] + 3\delta^2 \sum_{j=0}^{N-1} \frac{N}{N_j} \mathbb{E}[\|w_{k,j} - w_{k,N}\|^2].$$  (14)

Suppose it holds for any $i \in [0, N]$ that $\mathbb{E}[\|w_{k,i} - w^*\|^2] \rightarrow 0$ when $t \rightarrow \infty$. Then it follows that $\mathbb{E}[\|w_{k,t} - w^*\|^2] \rightarrow 0$ and $\mathbb{E}[\|w_{k,j} - w_{k,N}\|^2] \rightarrow 0$, which implies $\mathbb{E}[\|\nabla J_k(w_{k,i}) - \nabla J(w_{k,i})\|^2] \rightarrow 0$ by (14). In other words, the stochastic gradient (12) will perform as true gradient as $w_{k,i}$ converges to $w^*$, which is the intuition why Diffusion-AVRG will converge to the exact solution of problem (5).

Diffusion-AVRG is listed in Algorithm 2. At inner iteration $i$, each node $k$ will first generate an amortized variance-reduced gradient $\nabla Q(w_{k,i})$ via (15)–(17), and then apply exact diffusion (18)–(20) to update $w_{k,i+1}$. Unlike DSA [8], this algorithm does not require extra memory to store gradient estimates.

Remark 1. It is also possible to use SVRG [12] rather than AVR to generate the variance-reduced gradient $\nabla J(w_{k,i})$. In SVRG, it is suggested to set $g_k^*$ as

$$g_k^* = \frac{1}{N} \sum_{n=1}^N \nabla Q(w_{k,0}; x_n).$$  (21)
where all $\nabla Q(\cdot : x_n)$’s are evaluated at the same point $w_{k,0}$. The construction of $g^i_t$ in (21) indicates that SVRG has to maintain an outer loop to calculate $g^i_t$ in advance, which is different from AVRGRG in which the calculation of $g^i_t$ is amortized into each inner iteration. The fact that $g^i_t$ has to be updated in an offline manner (21) rather than the online manner (13) in SVRGG will cause issues for scenarios in which local data sizes $N_k$ differ from each other, as discussed in Sec. 3.

**Remark 2.** Diffusion-AVRG is more computation efficient than exact diffusion, but this computational advantage comes with extra communication costs. Note that Diffusion-AVRG will communicate after calculating only one stochastic gradient. Thus, in order to reach the same accuracy, Diffusion-AVRG will generally need more iterations than exact diffusion, which results in more communications. However, the computation-communication issue can be leveraged by the mini-batch strategy. From the simulations in [13], it is observed that Diffusion-AVRG with proper mini-batch size can be more computation efficient while maintaining almost the same communication efficiency as exact diffusion.

### 2.3. Convergence

Recursions (18)–(20) of Algorithm 2 only involve local variables $w^i_t$, $\phi^i_t$, and $\psi^i_t$. To analyze the convergence of all $\{w^i_t\}_{i=1}^K$, we need to combine all iterates from across the network into extended vectors. To do so, we introduce

$$w^i_t = \col\{w^i_{t,i}, \ldots, w^i_{K,i}\}, \quad \phi^i_t = \col\{\phi^i_{t,1}, \ldots, \phi^i_{t,K}\}, \quad \nabla J(w^i_{t,1}) = \col\{\nabla J_1(w^i_{t,1}), \ldots, \nabla J_K(w^i_{t,K})\}$$

where $\nabla J(w^i_{t,1})$ is the gradient vector at the $i$th node for the $t$th iteration. The above equations allow us to rewrite (18)–(20) in terms of extended vectors $w^i_t$ and $\phi^i_t$ as

$$\nabla J(w^i_{t+1}) = \nabla J(w^i_t) + \psi^i_t - \phi^i_t,$$

where $\psi^i_t = \psi^i_{t+1} + \phi^i_{t+1} - \phi^i_t$.

Substituting into (28), we get

$$\begin{cases}
\dot{w}^i_{t+1} = \dot{w}^i_t - \mu \nabla J(w^i_t) - K V \psi^i_t - \mu A s(w^i_{t+1}) \\
\dot{y}^i_{t+1} = y^i_t + V \dot{w}^i_{t+1}
\end{cases}$$

(30)

In summary, recursions (18)–(20) are equivalent to (30). Let $\dot{w}^i_t = w^* - w^i_t$ and $\dot{y}^i_t = y^* - y^i_t$ denote error vectors relative to the solution pair $(w^*, y^*)$. It is proved in Appendix B from [13] that recursion (30), under Assumption 1, can be transformed into the following linear recursion perturbed by a gradient noise term:

$$\begin{cases}
\dot{w}^i_{t+1} = \dot{w}^i_t - \mu T_t \dot{w}^i_t + \mu B_t s(w^i_{t+1}) \\
\dot{y}^i_{t+1} = y^i_t + V \dot{w}^i_{t+1}
\end{cases}$$

(31)

where 0 ≤ $i$ ≤ $N - 1$, t ≥ 0, and $\dot{w}^i_{t+1} = \dot{w}^i_N$, $\dot{y}^i_{t+1} = \dot{y}^i_N$ after epoch $t$. Moreover, $B_t$, $T_t$, and $\dot{w}^i$ are defined as

$$B_t = \begin{bmatrix} A - K V \nabla A \nabla A \nabla A \end{bmatrix}, \quad T_t = \begin{bmatrix} A \nabla A \nabla A \nabla A \end{bmatrix}, \quad \dot{w}^i = \begin{bmatrix} \dot{w}^i_t \dot{w}^i_t \dot{w}^i_t \dot{w}^i_t \end{bmatrix},$$

(32)

where $\dot{w}^i_t = \dot{w}^i_{t+1} + \dot{w}^i_{t+1} + \dot{w}^i_{t+1}$. To facilitate the convergence analysis of recursion (31), we diagonalize $B$ and transform (31) into an equivalent error dynamics. From equations (64)–(67) in [4], we know that $B$ admits the decomposition

$$B = \lambda D \lambda^{-1},$$

(35)

where $\lambda$, $D$, and $\lambda^{-1}$ are matrices defined as

$$D = \begin{bmatrix} I_K & 0 & 0 \\
0 & I_M & 0 \\
0 & 0 & D_1 \end{bmatrix} \in \mathbb{R}^{2KM \times 2KM},$$

(36)

$$\lambda = \begin{bmatrix} \lambda_1 & \lambda_2 & \lambda_{R} \end{bmatrix} \in \mathbb{R}^{2KM \times 2KM},$$

(37)

$$\lambda^{-1} = \begin{bmatrix} \lambda_1^{\ast} & \lambda_2^{\ast} & \lambda_{R}^{\ast} \end{bmatrix} \in \mathbb{R}^{2KM \times 2KM}.$$
With recursion (41), we can establish the following lemma.

Lemma 1 (Useful Transformation) When \( y_i^0 \) is initialized at 0, recursion (31) can be transformed into

\[
\begin{align*}
\hat{x}_{i+1}^j &= \begin{bmatrix} M - \frac{\mu}{\kappa} T^T \mathcal{H}_j T - \frac{\mu}{\kappa} T^T \mathcal{H}_j X_{R,u} \end{bmatrix} \hat{x}_i^j + \mu \int \frac{T^T \mathcal{H}_j}{X_{L_B} B_i} \delta_t \mu \\
\bar{x}_{i+1}^j &= \begin{bmatrix} M - \frac{\mu}{\kappa} T^T \mathcal{H}_j T - \frac{\mu}{\kappa} T^T \mathcal{H}_j X_{R,u} \end{bmatrix} \bar{x}_i^j + \mu \int \frac{T^T \mathcal{H}_j}{X_{L_B} B_i} \delta_t \mu \\
\end{align*}
\]

(44)

where \( T = X_k \otimes I_M \). Moreover, the relation between \( \hat{x}_i^j \), \( \bar{x}_i^j \) and \( x_i \) in (41) reduces to

\[
\begin{align*}
\bar{x}_i^j &= X \begin{bmatrix} \bar{x}_i \mid 0_M \end{bmatrix} \\
\end{align*}
\]

(45)

Notice that \( X_L, X_R, X_{R,u} \) and \( X \) are all constant matrices and independent of \( N, \delta \) and \( \nu \).

Proof. See Appendix C in [13].

In the following, we bound the gradient noise \( \mathbb{E}[\|s(x_i^j)\|^2] \).

Lemma 2 (Gradient Noise) Under Assumption 1, the second moment of the gradient noise term satisfies:

\[
\begin{align*}
\mathbb{E}[\|s(x_i^j)\|^2] &\leq 6b^2 \mathbb{E}[\|x_i^j - \bar{x}_i^j\|^2] + 12b^2 \mathbb{E}[\|x_i^j\|^2] + 18b^2 \mathbb{E}[\|x_0^j\|^2] \\
&\quad + \frac{3b^2}{N} \sum_{j=0}^{N-1} \mathbb{E}[\|x_i^j - x_i^j\|^2] + \frac{6b^2}{N} \sum_{j=0}^{N-1} \mathbb{E}[\|x_i^j\|^2],
\end{align*}
\]

(46)

where \( b \) is a positive constant that is independent of \( N, \nu \) and \( \delta \).

Proof. See Appendix E in [13].

In the following, we will exploit the error dynamic (44) and the upper bound (46) to establish the convergence of \( \mathbb{E}[\|x_i^j\|^2] \) and \( \mathbb{E}[\|x_i^j\|^2] \). To simplify the notation, we define

\[
\begin{align*}
A_i^j &= \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}[\|x_i^j - x_i^j\|^2], \\
B_i^j &= \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}[\|x_i^j - x_i^j\|^2], \\
C_i^j &= \frac{1}{N} \sum_{j=0}^{N-1} \mathbb{E}[\|x_i^j\|^2].
\end{align*}
\]

(47)

All these quantities appear in the upper bound in (46).

Theorem 1 (Linear Convergence) Under Assumption 1, if the step-size \( \mu \) satisfies

\[
\mu \leq C \left( \frac{\nu(1 - \lambda)}{\delta^2 N} \right),
\]

(48)

where \( C > 0 \) is a constant independent of \( N, \nu \) and \( \delta \), and \( \lambda = \lambda_2(A) < 1 \) is the second largest eigenvalue of the combination matrix \( A \), then it holds that

\[
\begin{align*}
\mathbb{E}[\|x_i^{j+1}\|^2] + \mathbb{E}[\|x_0^{j+1}\|^2] &\leq \frac{\gamma}{2} \left( \frac{A_i^{j+1} + B_i^j + C_i^j}{} \right) \\
&\leq \rho \left\{ \mathbb{E}[\|x_i^j\|^2] + \mathbb{E}[\|x_0^j\|^2] \right\} + \frac{\gamma}{2} \left( A_i^j + B_i^{j-1} + C_i^{j-1} \right)
\end{align*}
\]

(49)

where \( \gamma > 0 \) is a constant, and

\[
\rho = \frac{1 - \frac{\gamma}{2} \mu^2}{1 - \frac{6b^2}{N} \mu^2} < 1.
\]

(50)

The positive constants \( a \) and \( b \) are independent of \( N, \nu \) and \( \delta \).

Proof. See Appendix K in [13].

From Theorem 1 and the fact that \( A_i^j, B_i^j \) and \( C_i^j \) are all positive constants, we get

\[
\mathbb{E}[\|x_i^{j+1}\|^2] \leq \mathbb{E}[\|x_i^j\|^2] + \mathbb{E}[\|x_0^j\|^2] \leq A_i^j + B_i^j + C_i^j \leq \rho \mathbb{E}[\|x_i^j\|^2] C_0
\]

(51)

Algorithm 3 (Diffusion–AVRG at node \( k \) for unbalanced data)

Initialize \( w_{k,0} \) arbitrarily; let \( \mu_k = N_k / N \), \( \psi_{k,0} = w_{k,0} \), \( g^0_k = 0 \), and \( \nabla Q(\theta^0_{k,s}; x_{k,n_s}) \leftarrow 0 \), \( 1 \leq n \leq N_k \).

Repeat \( i = 0, 1, 2, \ldots \)

\[
\begin{align*}
&\text{calculate } t \text{ and } s \text{ such that } i = t N_k + s, \text{ where } t \in \mathbb{Z}_+, \text{ and } s = \text{mod}(i, N_k); \\
&\text{generate a random permutation } \sigma_k^i; \text{ let } g_{k,i}^{t+1} = 0, \quad \theta_{k,i}^0 = w_{k,i}; \\
&\text{generate the local stochastic gradient:}
\end{align*}
\]

\[
\begin{align*}
&\hat{q}_{k,i}^{t+1} = \hat{q}_{k,i}^t - \mu_k \nabla J_k(w_{k,i}), \\
&\psi_{k,i}^{t+1} = \psi_{k,i}^t + \mu_k \nabla J_k(w_{k,i}), \\
&\phi_{k,i}^{t+1} = \phi_{k,i}^t + w_{k,i} - \psi_{k,i}^t
\end{align*}
\]

(52)

(53)

(54)

update \( w_{k,i+1} \) with exact diffusion:

\[
\begin{align*}
&\psi_{k,i+1} = \psi_{k,i} - \mu_k \nabla J_k(w_{k,i}), \\
&\phi_{k,i+1} = \phi_{k,i} + w_{k,i} - \psi_{k,i}
\end{align*}
\]

(55)

(56)

(57)

where \( C_0 = \mathbb{E}[\|x_0^j\|^2] + \mathbb{E}[\|x_0^j\|^2] + \frac{\gamma}{2} (A^j + B^j + C^j) \). The above inequality implies that \( \mathbb{E}[\|x_i^j - w^*\|^2] \rightarrow 0 \) for any agent \( k \).

3. Diffusion–AVRG Algorithm Under Unbalanced Data Distributions

When the size of the data collected at the nodes may vary, some challenges arise. For example, assume we select \( \hat{N} = \max_k \{ N_k \} \) as the epoch size for all nodes. When node \( k \) with a smaller \( N_k \) finishes its epoch, it will stop and wait for the other nodes to finish their epochs. Such an implementation is inefficient because nodes will be idle while they could be assisting in improving the convergence performance. We instead assume that nodes will continue updating without any idle time. If a particular node \( k \) finishes running over all its data samples during an epoch, it will then continue into its next epoch right away. In this way, there is no need to introduce a uniform epoch. We list the method in Algorithm 3; this listing includes the case of balanced data as a special case.

In Algorithm 3, to generate the local gradient \( \nabla J_k(x_{k,i}) \), node \( k \) will transform the global iteration index \( i \) to its own local epoch index \( t \) and local inner iteration \( s \). With \( t \) and \( s \) determined, node \( k \) is able to generate \( \nabla J_k(x_{k,i}) \) with the AVRG recursions (52)–(54). It is worth noting that the local update (52)–(54) for each node \( k \) at each iteration requires the same amount of computations no matter how different the sample sizes \( \{ N_k \} \) are. This balanced computation feature guarantees the efficiency of Diffusion-AVRG. Figure 1 illustrates the operation of Algorithm 4 for a two-node network with \( N_1 = 2 \) and \( N_2 = 3 \). Observe that the local computations have similar widths because each node has a balanced computation cost per iteration. Note that \( w_i = [w_{1,i}; w_{2,i}] \) in Figure 1.

3.1. Comparison with Decentralized SVRG

SVRG has two-loop structures, which is not suitable for decentralized setting, especially when data can be distributed unevenly. To
In this section, we illustrate the convergence performance of the form of regularized logistic regression loss function: centralized implementation.

Diffusion-SVRG strategy with $N$ is preferred. Figure 2 in the extended version [13] illustrates the to wait. These waits reduce the efficiency of this decentralized im-

\[ \hat{w} = \arg \min_{w} \frac{1}{N} \sum_{n=1}^{N} \left( \frac{1}{2} \|w - w^*\|^2 + \ln (1 + \exp(-\gamma_k(n)h^T_{k,n}w)) \right) \]

The vector $h_{k,n}$ is the $n$-th feature vector kept by node $k$ and $\gamma_k(n) \in \{1\}$ is the corresponding label. In all experiments, the factor $\rho$ is set to $1/N$, and the solution $w^*$ to (5) is computed by using the Scikit-Learn Package. All experiments are run over four datasets: covtype.binary, rcv1.binary, and MNIST. The last dataset has been transformed into binary classification problems by consid-

\[ \phi_k(t) = \sum_{i=1}^{K} w^{(t)}_{k,i} \]

In our experiments, we test the convergence performance of Diffusion-AVRG with both even and uneven data distribution. We compare Diffusion-AVRG with DSA [8]. The experimental results for even data are shown in the top 3 plots of Figure 2, and the results for uneven data are shown in bottom 3 plots. To enable fair compar-

\[ w^* = \arg \min_{w} \frac{1}{N} \sum_{n=1}^{N} \|w - w_n\|^2 / \|w^*\|^2. \]

It is observed that both algorithms converge linearly to $w^*$, while Diffusion-AVRG converges faster (especially on Covtype).

4. SIMULATIONS

In this section, we illustrate the convergence performance of Diffusion-AVRG. We consider problem (5) in which $J_k(w)$ takes the form of regularized logistic regression loss function:

\[ J_k(w) = \frac{1}{N_k} \sum_{n=1}^{N_k} \left( \frac{1}{2} \|w - w_n\|^2 + \ln (1 + \exp(-\gamma_k(n)h^T_{k,n}w)) \right) \]

The vector $h_{k,n}$ is the $n$-th feature vector kept by node $k$ and $\gamma_k(n) \in \{1\}$ is the corresponding label. In all experiments, the factor $\rho$ is set to $1/N$, and the solution $w^*$ to (5) is computed by using the Scikit-Learn Package. All experiments are run over four datasets: covtype.binary, rcv1.binary, and MNIST. The last dataset has been transformed into binary classification problems by consid-

\[ \phi_k(t) = \sum_{i=1}^{K} w^{(t)}_{k,i} \]

In our experiments, we test the convergence performance of Diffusion-AVRG with both even and uneven data distribution. We compare Diffusion-AVRG with DSA [8]. The experimental results for even data are shown in the top 3 plots of Figure 2, and the results for uneven data are shown in bottom 3 plots. To enable fair compar-

\[ w^* = \arg \min_{w} \frac{1}{N} \sum_{n=1}^{N} \|w - w_n\|^2 / \|w^*\|^2. \]

It is observed that both algorithms converge linearly to $w^*$, while Diffusion-AVRG converges faster (especially on Covtype).
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